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Standard Practice for
Validation of Multivariate Process Infrared
Spectrophotometers *

This standard is issued under the fixed designation D 6122; the number immediately following the designation indicates the year of
original adoption or, in the case of revision, the year of last revision. A number in parentheses indicates the year of last reapproval. A
superscript epsilonef indicates an editorial change since the last revision or reapproval.

1. Scope mance tests can be used to indicate if the outlier methods are

1.1 This practice covers requirements for the validation of€sponding to changes in the instrument response.
measurements made by on-line, process near- or mid-infrared 1.6 This practice is not intended as a quantitative perfor-
analyzers, or both, used in the calculation of physical, chemiance standard for the comparison of analyzers of different
cal, or quality parameters of liquid petroleum products. Thedesign. . _ o o
parameters are calculated from spectroscopic data using mul-1.7 Although th|s practice deals primarily with validation of _
tivariate modeling methods. The requirements include verifion-line, process infrared analyzers, the procedures and statis-
cation of adequate instrument performance, verification of thdcal tests described herein are also applicable to at-line and
applicability of the calibration model to the spectrum of the laboratory infrared analyzers which employ multivariate mod-
sample under test, and verification of equivalence between trls- )
result calculated from the infrared measurements and the result1-8 This standard does not purport to address all of the
produced by the primary method used for the development gjafety concerns, if any associated with its use. It is the
the calibration model. responsibility of the user of this standard to consult and

1.2 This practice does not cover procedures for establishingStablish appropriate safety and health practices and deter-
the calibration model used by the analyzer. Calibration proceMine the applicability of regulatory limitations prior to use.
dures are covered in Practices E 1655 and references therei

1.3 This practice is intended as a review for experience
persons. For novices, this practice will serve as an overview of 2-1 ASTM Standards: _ S
techniques used to verify instrument performance, to verify D 1265 Practice for Sampling Liquefied Petroleum (LP)
model applicability to the spectrum of the sample under test, _Gases (Manual Methotl)
and to verify equivalence between the parameters calculated D 3764 Practice for Validation of Process Stream Analyz-
from the infrared measurement and the results of the primary " , _
method measurement. D 4057 Practice for Manual Sampling of Petroleum and

1.4 This practice teaches and recommends appropriate sta- Peétroleum Products _ _
tistical tools, outlier detection methods, for determining D 4177 Practice for Automatic Sampling of Petroleum and

whether the spectrum of the sample under test is a member of _Pétroleum Products . ,

the population of spectra used for the analyzer calibration. The D 6299 Practice for Applying Statistical Quality Assurance
statistical tools are used to determine if the infrared measure- 1echniques to Evaluate Analytical Measurement System
ment results in a valid property or parameter estimate. Performancé _

1.5 The outlier detection methods do not define criteria to E 131 Terminology Relating to Molecular Spectroscopy
determine whether the sample, or the instrument is the cause of E 275 Practice for Describing and Measuring Performance
an outlier measurement. Thus, the operator who is measuring ©f Ultraviolet, Visible, and Near-Infrared Spectrophotom-
samples on a routine basis will find criteria to determine thata _6ter$ _ _ _ -
spectral measurement lies outside the calibration, but will not E 456 Terminology Relating to Quality and Statistics
have specific information on the cause of the outlier. This E 932 Practice for Describing and Measuring Performance

practice does suggest methods by which instrument perfor- _Of Dispersive Infrared Spectrophotometers
E 1421 Practice for Describing and Measuring Performance

. Referenced Documents

1 This practice is under the jurisdiction of ASTM Committee D02 on Petroleum ———————
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of Fourier Transform Mid-Infrared (FT-MIR) Spectrom-  3.4.14 inlier, n—seenearest neighbor distance inlier
eters: Level Zero and Level One Tests 3.4.15inlier detection methodsn—statistical tests which
E 1655 Practices for Infrared Multivariate Quantitative are conducted to determine if a spectrum resides within a
Analysis region of the multivariate calibration space which is sparsely
E 1866 Guide for Establishing Spectrophotometer Perforpopulated.
mance Tesfs 3.4.16 in-line probe n—a spectrophotometer cell installed
E 1944 Practice for Describing and Measuring Performancén a process pipe or slip stream loop and connected to the
of Laboratory Fourier Transform Near-Infrared (FT-NIR) analyzer by optical fibers.
Spectrometers: Level Zero and Level One Tests 3.4.17 instrument n—spectrophotometer, associated elec-
tronics and computer, spectrophotometer cell and, if utilized,

3. Terminology transfer optics.

3.1 Definitions: , 3.4.18 instrument standardizatigm—a procedure for stan-
3.2 For definitions of terms and symbols relating t0 IR yarqizing the response of multiple instruments such that a
spectroscopy, refer to Terminology E 131. . _ common multivariate model is applicable for measurements
3.3 For definitions of terms and symbols relating to multi- conqycted by these instruments, the standardization being
variate calibration, refer to Practices E 1655. accomplished by way of adjustment of the spectrophotometer
3.4 Definitions of Terms Specific to This Standard: hardware or by way of mathematical treatment of the collected

3.4.1 action limit, n—the limiting value from an instrument spectra.
performance test, beyond which the analyzer is expected t0 3 4 19 ine samplen—a process or product sample which is

prgd;;e po}entially invzﬁlid.rgsultsh. d ¢ withdrawn from a sample port in accordance with Practices
< analyzer, n—a g'p'r}% ar warg, lcompute(jr, Soft- 1265, D 4057, or D 4177, whichever is applicable, during a
ware, instrumentation and calibration model required to aUtO|E)eri0d when the material flowing through the analyzer is of

mztlzzgly pelrform anly?_ls of a proceslf or.ptrodu<|:'tbstrt(.eam. uniform quality and the analyzer result is essentially constant.
3' 4' 4 Zﬂglyig %?elrrz?eljcjigtrle_ ?gceir;unza;ig t?stilcz;?r:woena- 3.4.20 moving range of two control charin— a control
suré 6f the (}a/x ected lon —terr$1 vari:bilit of analyzer resultsChart that monitors the change in the absolute value of the
for samples wphose S e(?tra are neitheryoutliersynor neared'fference between two successive differences of the analyzer
. ples P ’ rasult minus the result from the primary method.
neighbor inliers. S S L
3.4.21 multivariate calibration n—an analyzer calibration

3.4.5 analyzer modeln—seemultivariate model .
I - that relates the spectrum at multiple wavelengths or frequen-
3.4.6 analyzer repeatabilityn—a statistical measure of the . ; . :
cies to the physical, chemical, or quality parameters.

expected short-term variability of results produced by the I 7 .
P Y b Y 3.4.22 multivariate modeln—a multivariate, mathematical

analyzer for samples whose spectra are neither outliers n%Ie or formula used to calculate physical, chemical, or qualit
nearest neighbor inliers. phy , » Or quality

3.4.7 analyzer result n—the numerical estimate of a parameters from the measured infrared spectrum.

physical, chemical, or quality parameter produced by applyin 3_'4,'23 ngarest neighbor dista}nce. inIi,ern_— a spectrum
the calibration model to the spectral data collected by th esiding within a gap in the multivariate calibration space, the
analyzer. result for which is subject to possible interpolation error.
3.4.8 analyzer validation testn—seevalidation test 3.4.24 optical background n—the spectrum of radiation
3.4.9 calibration transfer n— a method of applying a incident on a sample under test, typically obtained by measur-
multivariate calibration developed on one analyzer to a differ/nd the radiation transmitted through the spectrophotometer
ent analyzer by mathematically modifying the calibrationC€ll when no sample is present, or when an optically thin or
model or by instrument standardization. nonabsorbing liquid is present. o
3.4.10 check samplen—a single, pure liquid hydrocarbon 3.4.25 optical reference filtern—an optical filter or other
compound, or a known, reproducible mixture of liquid hydro_dewce which can be inserted into the optical path in the

carbon compounds whose spectrum is constant over time suSR€ctrophotometer or probe producing an absorption spectrum
that it can be used in a performance test. which is known to be constant over time, such that it can be

3.4.11 control limits n—limits on a control chart which are Uused in place of a check or test sample in a performance test.
used as criteria for signaling the need for action, or for judging 3.4.26 outlier detection limits n—the limiting value for
whether a set of data does or does not indicate a state @pPplication of an outlier detection method to a spectrum,
statistical control. E 456 beyond which the spectrum represents an extrapolation of the

3.4.12 exponentially weighted moving average control calibration model.
chart, n—a control chart based on the exponentially weighted 3.4.27 outlier detection methods—statistical tests which
average of individual observations from a system; the obsere conducted to determine if the analysis of a spectrum using
vations may be the differences between the analyzer result, agdmultivariate model represents an interpolation of the model.
the result from the primary method. 3.4.28 outlier spectrumn—a spectrum whose analysis by a

3.4.13 individual observation control chartn—a control  multivariate model represents an extrapolation of the model.
chart of individual observations from a system; the observa- 3.4.29 performance testn—a test that verifies that the
tions may be the differences between the analyzer result angerformance of the instrument is consistent with historical data
the result from the primary method. and adequate to produce valid results.
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3.4.30 physical correction n— a type of pos processing 4.2 Each time a spectrum of a process sample is collected,
where the correction made to the numerical value produced bstatistical tests are performed to verify that the multivariate
the multivariate model is based on a separate physical meanodel is applicable to the spectrum. Only spectra whose
surement of, for example, sample density, sample path lengtlanalysis represents interpolation of the multivariate modeland
or particulate scattering. which are sufficiently close to spectra in the calibration may be

3.4.31 post-processingv—performing a mathematical op- used in the analyzer validation.
eration on an intermediate analyzer result to produce the final 4.3 When the analyzer is initially installed, or after major
result, including correcting for temperature effects, adding anaintenance is concluded, performance tests are conducted to
mean property value of the analyzer calibration, and convertingerify that the instrument is functioning properly. The intent of
into appropriate units for reporting purposes. these tests is to provide a rapid indication of the state of the

3.4.32 pre-processingv—performing mathematical opera- instrument. These tests are necessary but not sufficient to
tions on raw spectral data prior to multivariate analysis ordemonstrate valid analyzer results.
model development, such as selecting wave length regions, 4.4 After the initial performance test is successfully com-
correcting for baseline, smoothing, mean centering, and assiggeted, an initial validation test is conducted to verify that the
ing weights to certain spectral positions. results produced by the analyzer are in statistical agreement

3.4.33 primary methogdn—the analytical procedure used to With results for the primary method. Once this initial validation
generate the reference values against which the analyzer is bdéh completed, the analyzer results are considered valid for
calibrated and validated; Practices E 1655 uses the terg@mples whose spectra are neither outliers or nearest neighbor

reference method in place of the term primary method. inliers.
3.4.34 process analyzer system—seeanalyzer 4.5 During routine operation of the analyzer, validation tests
3.4.35 process analyzer validation samples—seevalida- ~ are conducted on a regular, periodic basis to demonstrate that
tion samples the analyzer results remain in statistical agreement with results

lows a liquid hydrocarbon to flow between two optical surfaced€sts are conducted to verify that the instrument is performing
which are separated by a fixed distance, the sample pathlengtf, @ consistent fashion.
while simultaneously allowing light to pass through the liquid. g Significance and Use

3.4.37 test samplen—a process or product sample, or a . . Lo .
mixture of process or product samples, which has a constant 51 The primary purpose of this practice is to perm|t'the'user
spectrum for a finite time period, and which can be used in 550 validate numerical values produced by a multivariate,

performance test; test samples and their spectra are genera'rlwrared or near-|_n_frared, (_)n-llne, process analyzer_callbrated to
not reproducible in the long term easure a specific chemical concentration, chemical property,

3.4.38 transfer opticsn—a device which allows movement or physical propertyThe validated analyzer resuilts are ex-

of light from the spectrophotometer to a remote spectropho‘-)(:"(:tecj.to be eql_JivaIent, over diver;e sample; whose spectra
tometer cell and back to the spectrophotometer; transfer opticasre neither outliers or nearest neighbor inliers, to those

include optical fibers or other optical light pipes. produced by the primary method to within control limits

3.4.39 validation samples n—samples that are used to gglt,]af%g?fg I(?\)//elc ontrol charts for the prespecified statistical
compare the analyzer results to the primary method resuits 5.2 Procedurés are described for verifying that the instru-

P y Croperly operating.

samples, whereas validation samples used in the period 5.3 A multivariate analyzer system inherently utilizes a

validation are line samples. multivariate calibration model. In practice the model both

3.4.40 validated resultn—a rt_asult_produced by the analyzer implicitly and explicitly spans some subset of the population of
for_a samplg whose spectrum is ne|t.he.r an outher. nor a nearegy possible samples that could be in the complete multivariate
neighbor inlier that is equalent, within control limits to the sample space. The model is applicable only to samples that fall
result expected from the' primary method, so that the result Callithin the subset population used in the model construction. A
be_ used instead of the direct measurement of the sample by t@f’?imple measurement cannot be validated unless applicability is
primary met'hod.. .. .. established. Applicability cannot be assumed.

3.4.41 validation testn—a test performed on a validation 5 37 oylier detection methods are used to demonstrate
sample that demonstrates that the result produced by the,icapility of the calibration model for the analysis of the
analyzer and the result produced by the primary method argocess sample spectrum. The outlier detection limits are based
equivalent to within control limits. on historical as well as theoretical criteria. The outlier detection
methods are used to establish whether the results obtained by
an analyzer are potentially valid. The validation procedures are

4.1 This section describes, in summary form, the stepdased on mathematical test criteria that indicate whether the
involved in the validation of an infrared analyzer over the longprocess sample spectrum is within the range spanned by the
term. Before this practice may be undertaken, certain precoranalyzer system calibration model. If the sample spectrum is an
ditions shall be satisfied. The preconditions are described ioutlier, the analyzer result is invalid. If the sample spectrum is
Section 7. This practice consists of four major procedures. not an outlier, then the analyzer result is valid providing that all

4. Summary of Practice
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other requirements for validity are met. Additional, optionalimpact the result also be recorded at the time of sample
tests may be performed to determine if the process sampleollection and the effect of these parameters be properly
spectrum falls in a sparsely populated region of the multivariaccounted for when comparing the results with the primary
ate space covered by the calibration set, too far from neighmethod result. For a more detailed discussion of the various lag
boring calibration spectra toensure good interpolation. Fotimes that can influence the correspondence between the
example, such nearest neighbor tests are recommended if thaalyzer measurement and collection of line samples, see
calibration sample spectra are highly clustered. Practice D 3764.

5.3.2 This practice does not define mathematical criteria to 6.3.3 Sample storage for extended time periods is not
determine from a spectroscopic measurement of a samplecommended if there is a likelihood that samples degrade with
whether the sample, the model, or the instrument is the causane. Chemical changes occurring during storage will cause
of an outlier measurement. Thus the operator who is measuringhanges in the spectrum, as well as changes in the property or
samples on a routine basis will find criteria in the outlier quality parameter measured by the primary method.
detection method to determine whether a sample measurement6.3.4 If possible, at the time of line sample withdrawal,
lies within the expected calibration space, but will not havecollect sufficient quantity of sample material to allow for
specific information as to the cause of the outlier withoutmultiple measurements of the property or quality parameter by
additional testing. the primary method, should such measurements be required.

6. Apparatus and Considerations for Quantitative On- 7 Preconditions

Line Process IR Measurements . . . .
6.1 Infrared or Near-Infrared Spectrophotometer: 7.1 Certa!n preconditions shall be met before this practice
can be applied.

6.1.1 The analyzer covered by this practice is based on an 7.1.1 Install the analyzer in accordance with manufacturer’s
infrared spectrophotometer, double-beam or single-beam, Suétést.ru.ctions y
able for recording accurate measurements in the near-infrar ’ . o . .
9 7.1.2 Develop and validate the multivariate calibration

(780 to 2500 nm, 12820.5 to 4000 T or mid-infrared odel used on the process analyzer using methods described in
(4000400 o) regians, or both. The spectral range measure(gﬁactices E 1655. If a calibration transfer method is used to

by the analyzer shall be the same as that of the instrument us fer th del f | i h ity th
in collecting the spectral data upon which the multivariate ranster theé model from one analyzer 1o another, verify the
ransferred model as described in Practices E 1655.

calibration model is based. Complete descriptions of thé 713 A lit for the pri thod i
instrumentation and procedures that are required for quantita- "~ quaiilty assurance program for the primary method 1S

tive on-line process IR measurements are beyond the scope r&quired in order to determine the usability of values generated

this practice. Some general guidelines are given in Annex A12Y the primary method in the validation of analyzer perfor-
(Warning—There are inherent dangers associated with the use
of electrical instrumentation, on-line processes, and hydrocar- .
bon materials. The users of this practice should have a practic8t Reference Values and the Quality Assurance Program
knowledge of these hazards and employ appropriate safe- for the Primary Method
guards.) 8.1 The property reference value against which analyzer
6.1.2 In developing spectroscopic methods, it is the responfesults are compared during validation is established by apply-
sibility of the user to describe the instrumentation and theing the primary measurement method which was used in the
performance required to achieve the desired repeatabilitymodel development to line samples representing the process
reproducibility, and accuracy for the application. stream.
6.2 Process Analyzer System: 8.2 A quality assurance program for the primary method is
6.2.1 The process analyzer system typically includes theequired for values generated by this method to be used in
spectrophotometer, transfer optics, the hardware for samplkenalyzer validation.
handling, the hardware for introduction of reference standards 8.2.1 Carefully check the laboratory apparatus used for
and solvents, the computer for controlling the spectrophotomprimary method measurement before these tests are performed
eter and calculating results, and the multivariate model. Th&o ensure compliance with the requirements of the primary test
system configuration should be compatible with the mid-method.
infrared or near-infrared IR measurement and this practice.  8.2.2 Test control materials of known composition and
6.3 Collection of Line Samples: quality on a regularly scheduled basis. Plot the primary method
6.3.1 Withdraw line samples in accordance with acceptedesults on control charts to ensure the long-term performance
sampling methods as given by Practices D 1265, D 4057, oof the primary test. Individual values, exponentially weighted
D 4177, whichever is applicable. Flush the entire sample loopnoving average, and moving range of two control charts are all
with the process stream sample prior to withdrawal of the lineecommended for charting the performance of the primary
sample. method. Calculate the values for these control charts using
6.3.2 The intent of this practice is to collect samples thatequations given in Sections 12 and 13. Plot the differences
correspond directly to the spectra being collected by théetween the primary method result, and the expected value for
analyzer. Collect the sample at a port close to the optical probthe standard sample. Determine the historical precision of the
and at a time correlated with the collection of the sampleprimary method from these regular tests, and compare it to
spectrum. This practice requires that parameters that cgwublished values for the method to determine if the test is

ance using this practice (see Section 8).
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within expected limits. Compare the historical precision to the 9.3.4 Compare values calculated by the analyzer to those
analyzer precision using statistical tests. obtained by the primary method using statistical tests described
in Section 12. If the values are within statistical agreement,
9. Procedure then the analyzer results are considered valid, and the analyzer
9.1 A flowchart for the steps involved in this practice is can be used to analyze line samples. If the values are not within
shown in Fig. 1 and Fig. 2. statistical agreement, then the installation, instrument standard-
9.2 Initial Performance Tests: ization or calibration transfer, or combination thereof, are

9.2.1 After the multivariate process analyzer has beerhecked and corrected, and the procedure starts over with
installed (or reinstalled following major maintenance), checkinitial performance tests as described in 9.2.

the performance of the instrument. The objective of the check 9.4 Normal Operation:
is to determine that current performance of the instrument is g 4 1 Once the initial analyzer system validation is com-

consistent with performar}c'el which is known to pro'duce Va"dpleted, normal operations for analysis of process samples may
analyses. Conduct this initial check out of the instrumeniye conducted. Conduct tests of the performance of the analyzer
within a short period (preferably within 24 h) after installation. gnq of the validity of the analyzer results on a periodic,

Collect spectra of 20 check or test samples and analyze thepgyjarly scheduled basis. When these tests are not scheduled,

using one or more of the Level 0, Level A, or Level B the normal application of the analyzer for on-line analysis
performance tests described in Annex A2 and Practice E 1866y4ceeds as follows:

9.2.2 Compare the results for the initial performance testst0 g 4 1 1 collect a spectrum of the process sample.
performanc_e test action limits. These action I|m_|ts may be 9.4.1.2 Optionally, conduct tests on the spectrum in order to
based on historical data for the same tests, on simulations %ietermine that the quality of the spectrum is adequate for use
the effects of performance changes on the analyzer results,

S F o : estimating results by way of application of the multivariate
on a combination of historical and simulated data. Methods fo - :
establishing action limits are discussed in Annex A2 anJ—nOdel' Spectrum quality tests are generally defined by the

Practice E 1866. nstrument manufacturer or model developer, or both. If

9.2.2.1 If the performance test results are within actionspectrum quality tests are used, allow a finite number of retries

L . i L n th rum collection before the analyzer i nsider
limits, then the procedure continues with the initial valldatlon0 the spectrum collection before the analyzer is considered

o C 0 inoperative, and the results produced invalid.
tests. If the performance test results are not within action limits, 9.4.1.3 Analvze the spectrum using the calibration model. to
check installation, instrument standardization or calibration =~ "™ y P g ’

transfer, or combination thereof, and correct the cause of thBrOduce one or more results, possibly uncertainties in these

inadequate performance. Repeat the initial performance test?suns’ and statistics which are used to determine if the

9.2.2.2 If action limits for performance tests have not beer]spectrum is an outlier or nearest neighbor inlier relative to the

established, use the results for the initial performance tests t%a(;?jzlleisr:aoepgfélt?onn ulslegng ;Eﬁeiexgl)of’fr?heeng Oéggﬁrga:le"zﬁz%g
generate an initial historical database against which future tes%E ' P

can be compared, and continue the validation procedure wit ugpgstn?]req]?:b%?eiﬁgn t?]fe:]h?hzn?ziilraltse antrgne?tu“farluoers
the steps described in 9.3. In the absence of historical data oF 9 ' property

performance simulations, the performance of the instrume r%c#:ﬁecdhgrrti (;(zzslljdeigd d\all?e“daﬁj iﬂgg dﬁfseﬁzﬁcaega:)yezt\e/vregﬁam)é
cannot be verified, but shall be assumed. Should the analyzgp P

fail to validate, inadequate instrument performance could bgnalyzer_ “?S““S and the primary method “?S”'ts are within
responsible. control limits. If the spectrum recorded during the normal

0.3 It Valdaion (see Secton 12 o dewall), _ SPeraionofihe naeris n otlerorneares et nier,
9.3.1 Once the initial performance tests are completedt P P

collect spectra of 20 line and test samples and analyze ththOnSIdereol to be_ invalid. . .

using the multivariate model. In order for the results to be used 9.4.2 When.S|x successive spectra recordgd during the

in the initial validation test, the spectra of the 20 line or testnormal operation of the af‘a'y.zer are all outliers, conducF

samples shall not be either outliers or nearest neighbor in”elggrfprmar)ce tests to determine if the instrument performance is

(see Section 11 and Annex A3). Replace samples whose sped’l\'&hln actllon-hmlts. (sge 10.3.3).

are outliers or nearest neighbor inliers with other line or test 9-5 Periodic Validation Tests:

samples. 9.5.1 Conduct periodic analyzer validation tests at regularly
9.3.2 Withdraw line samples from the process using methscheduled intervals, preferably once a week (see Section 13).

ods described in Practices D 1265, D 4057, or D 4177, which- 9.5.1.1 Simultaneously, withdraw a line sample from the

ever is applicable, and analyze them by the primary methoddrocess and collect a spectrum of the process stream with the

The line sample shall correspond directly to the spectrunprocess analyzer.

collected in 9.3.1. 9.5.1.2 Analyze the spectrum using the multivariate model
9.3.3 Check that the standard deviation of the analyzeto produce a result, and to produce outlier and nearest neighbor

results for the 20 validation samples is at least 72 % of thénlier statistics. If the spectrum is an outlier or nearest neighbor

reproducibility of the primary method for each property/ inlier, it cannot be used for the validation test, and the

component being modeled. If not, collect spectra of additionaprocedure starts over with 9.5.1.

line or test samples, or both, until the standard deviation is 9.5.1.3 Analyze the line sample by the primary method used

adequate. in the development of the calibration.
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Preconditions (Section 7)
Installation per Manufacturer's Instructions
Validated Calibration Model
Validated Calibration Transfer Method
- Primary Method Quality Control -

v

Initial Performance Tests
Collect 20 Check or Test Spectra (9.2.1)

Generate Historical Database
for Level 0, A or B Tests (9.2.2.2)
&

Generate Charts and Action Limits
for Performance Tests (Annex B)

Performance
Test Resuits N

Action

No o
4 Limits

V lelts?

9221

Initial Validation Tests

‘ Yes Collect Spectra of
Update History »| 20 Test/LineSamples
(9.3.1)

Start Normal Operation (9.4) Analyzer

Set Timers for Background, [™—

Check/Test & Line Samples Validated

.

Fig. 2
Normal Operation

FIG. 1 Flowchart of Process Analyzer Validation Practice Initial Startup and Restart after Maintenance
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Fig. 1
Startup & Restart

Periodic Validation Test
) Take Spectrum & Line
Line Sample (9.5.1.1)& | Lsir‘:; A
Submit Sample to Lab .
(9.5.1.3) Timer
Collect

= Background
(9.8)

Periodic Performance
Test - Collect Spectrum of

Check/Test Sample or
Optical Filter (9.7.1)
Update Historical Database

(9.7.1.3 and A2.4)

Update
Control |-=¢ Yes
(9.5.1.4)

No | (9.5.1.6)
Record Spectrum
(9.4.1.1)

Yes

Yes

Results
Invalid

Analyze Spectrum
(9.4.1.3)

Perform Level
0,A or B Test
on Check\Test [ .
Sample or
Optical Filter
(9.4.2)

Report Result || Report Result

Validated Not Validated
] (9.4.1.3) (9.4.1.3)
J

poy

FIG. 2 Flowchart of Process Analyzer Validation Practice Normal Operation
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9.5.1.4 Compare the analyzer and primary method results 9.8.3 If background quality tests are used, allow a finite
by plotting their difference on control charts as described imumber of retries on the spectrum collection before the
Section 13. analyzer is considered inoperative, and the results produced
9.5.1.5 If the difference is within control limits, then the invalid.
predicted result for the analyzer is considered to be valid.

9.5.1.6 If the difference is not within control limits, then the )
result for the analyzer are invalid. Check the control charts for 10-1 Performance tests are conducted to determine whether

the primary method (see Section 8) to ensure that the primarghe_performance of the instrumv_ant _(the spectrophotometer, the
method is within control limits. If the primary method is not ©Ptical cell, and all transfer optics in between) is adequate to
within control limits, determine and correct the cause of theProduce spectra of the quality sufficient for valid analyses.
error, and repeat the primary method test. If the prim‘,iryTypmally, check or test samples are introduced into the
method is within control limits, conduct performance tests to@nalyzer, the spectra of these samples are analyzed using the
check if the instrument performance is within action limits. If @PPropriate Level 0, Level A, or Level B performance test, and
the instrument performance is not within action limits, servicethe results are plotted on charts and compared to action limits.

to the analyzer may be necessary. For analyzers equipped with in-line probes, it may be imprac-

9.5.2 Collect validation samples, analyze them by the pri_tical to remove the probe to conduct performance tests. For

mary method, and compare the analyzer and primary methoHch analyzers, alternative procedures described in Annex A2
results using control charts on a periodic basis. The exadnd Practice E 1866 may be used to conduct performance tests.
period between validation samples will depend on the nature grd€duacy of the spectra is determined by comparison to a
the analyzer application. At minimum, collect and analyze aVstorical database of spectra of sufficient and insufficient
validation sample at least once within each seven-day periodlUality. Alternatively, simulations of possible changes in in-
More frequent validation testing may be appropriate forstrument performance can be u_sed_ to define the'performance
applications where analyzers are being used to certify productd!at is adequate for a given application. A description of Level
The period between validation samples should not be less thah A @nd B tests, and of methods for setting action limits for

the typical time required to obtain the reference data by way oP€/formance tests based on historical data and on simulations,
the primary method. are described in detail in Annex A2 and Practice E 1866.

9.6 If the laboratory, primary method results for a line. 10.2 When conducting the performance tests, operate the

sample are not available by the time the next time sample igwtztstr.umb?nt In t(Tef mSSL st{':;]ble andfre?roduc':al\tlalle con%n!onts
scheduled to be collected, then the results produced by g aina e’t' as beflne thy € manutac ur?r. f ow: sutlicien
analyzer are to be considered invalid until such time as th/arm-up time betore the commencement of any measure-

overdue results become available and the control charts argents. If the (?al!brat|on r_n-odel was based on spectra of
updated. samples held within a specified temperature range, then allow

. all samples, including check and test samples, to equilibrate to
9.7 Performance Tests: this temperature prior to spectral measurement. If possible, the
9.7.1 It is recommended that performance tests be co P P P 1P !

ducted lar] heduled basi ferably dail bn(iptical configuration used for measurements of test and check
ucted on a regularly scheduled basis, preterably dally, e'amples should brlentical to that used for measurement of

tween the periodic analyzer validation tests. The objective o ine samples. If identical optical configurations are not possible

the test s to demonstr_ate.that the analy_zer performance fue to analyzer design, the user should recognize that the
consistent between validation tests. Details on performanc erformance tests may not measure the performance of the

tests are given in Section 10, Annex A2, and Practice E 186 entire instrument. Data collection and computation conditions
9.7.1.1 If the results for the performance tests are withirgh,,1q he equivalent to those used in the collection of the
action limits, continue operation of the analyzer. _spectra used in the calibration model. Introduce fresh reference
9.7.1.2 If the results of the performance tests are not withinaterial into the spectrophotometer cell for each measurement.
action limits, then repeat the test. If the results of the repeat teg| through the cell during the measurement is not required.
are not within action limits, then the analyzer results arépate and time stamp the spectral data used in performance
considered invalid, and the analyzer should be serviced.  tegts, and store the results of the tests in a historical database.
9.7.1.3 If action limits have not been established for the 103 Timing of Analyzer Performance Tests:
performance tests, it is recommended that validation tests be 19.3.1 Conduct performance tests on a regularly scheduled
performed more frequently to establish the historical databasgasis, preferably daily, to test instrument performance consis-
against which the limits can be set (see Annex A2 and Practic&ncy between validation tests. Compare the results of the
E 1866). performance tests with action limits for the tests. If a signifi-
9.8 Optical Backgrounds: cant change in the performance is observed, conduct a second
9.8.1 Collect new optical backgrounds on a regularly schedanalysis to verify the change. If the significant change in
uled interval, or when indicated by analyzer performanceperformance is verified, mark analyzer resuitst validated
results. until the cause and effect of the change can be determined. If
9.8.2 Tests may be conducted on the collected opticahe change in performance is not verified, conduct analyses of
background to determine its quality. Background quality testsive additional check or test samples to demonstrate that the
are generally defined by the instrument manufacturer or moddirst occurrence was an anomaly, before continuing with
developer, or both. normal operation.

10. Performance Tests
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10.3.1.1 The significance of a change in instrument perforsample. For systems equipped with in-line probes, optical
mance may be unknown in the absence of historical data dilters may be used as reference materials for instrument
simulations. In such case, more frequent validation testing maperformance tests.
be required to demo_nStrate the relationship betwee_n analyzerNOTE 1—Performance tests conducted on test samples are only in-
performance and valid analyses. If, after a change in instrumemdnded to check the stability of analyzer performance over time. While the
performance is observed, the analyzer results remain in contradnalyzer results for the test sample can be compared to the results for the

the change is not adversely effecting analyzer results. [fprimary method, such comparisons are not a substitute for the validation

however, the analyzer results go out of control relative to th%ests described in Sections 12 and 13. Analyzer results for test samples can
' e used in the calculation of the analyzer intermediate precision (see

primary method, the change is adversely affecting analyze\,[:}ection 16).

results. . . .
10.4.2 Details on reference materials for instrument perfor-

10.3.1.2 If hlstonc_al data or S|mul§1t|ons e_X|st to demon—mance tests are given in Annex A2 and Practice E 1866.
strate that change in performance is sufficient to produce

invalid analyses, then service the analyzer to correct th&l. Verification that the Model is Applicable to the

problem. Service of this type is considered major maintenance, Spectrum of the Process Stream Sample — Spectral

and initial performance and validation tests are required before Outlier and Nearest Neighbor Inlier Detection

resuming analyzer operation. 11.1 The spectra of the calibration samples define a set of
10.3.2 When an analyzer is installed, or after major mainvariables that are used in the calibration model. If, when

tenance has been performed, conduct 20 instrument perfounknown samples are analyzed, the variables calculated from

mance tests using the check or test sample over a 24-h peridde spectrum of the unknown sample lie within the range of the

to capture any diurnal performance variations. Compare theariables for the calibration, the estimated value for the

performance test results for the 20 samples with performancénknown sample is obtained by interpolation of the model. If

test action limits to determine if the analyzer performance ighe variables for the unknown sample are outside the range of

adequate. Add the test results for the 20 analyses to thige variables_in the calibration mo_d_el, the e_zstimate represents

historical database against which future performance tests afd extrapolation of the model. Additionally, if the spectrum of

compared. Once these performance tests have been succdbe sample under test contains spectral features that were not
fully completed, initiate the initial validation of the analyzer. Present in the spectra of the calibration samples, then these

. . features represent variables that were not included in the
10.3.3 If, during the course of normal operation, the spectr P

foi . | determined to b ral tI_Eéalibration, and the analysis of the sample spectrum represents
of six successive samples are determined to be spectral outliesy o -anolation of the model.

(see Section 11 and Annex A3), it is recommended that 19 5 For the purpose of this practice, an analyzer result is
performance tests be conducted to demonstrate that the outlighnsidered valid only if the analysis involves an interpolation
diagnostics are responding to chemical changes in the procegg the multivariate calibration model. Outlier detection meth-
stream and not to changes in the instrument performance. If theys are used to determine if an analysis represents an interpo-
results for the performance tests are outside action limits, theption or an extrapolation of the multivariate model. The
the outlier diagnostics may be responding to instrument pefmathematics involved in outlier detection are described in
formance and the analyzer should be serviced. If the results f@ractices E 1655 and in Annex A3. The calculation of outlier
the performance tests are within action limits, then the outliegtatistics is by necessity an integral part of the analyzer
diagnostics are most likely responding to changes in th&oftware since these calculations shall be conducted each time
process which are producing materials outside the range of thtae multivariate model is applied to a spectrum to produce a
current calibration. If the process remains outside the range aesult. Appropriate limits for outlier tests will generally be set
the calibration for extended periods, it is recommended that thby the calibration model developer based on statistics from the
instrument performance be verified periodically using perfor<calibration set.

mance tests, until such time as the process returns to a statel1l.2.1 A Mahalanobis Distance or leverage statistic is em-
where the model is again applicable. If the process has chang@ipyed to determine if the spectrum being analyzed represents
so as to be permanently outside the range of the calibratio®n interpolation or extrapolation of the variable space defined
then a new model should be developed following Practice®y the calibration model.

E 1655. Revalidate the analyzer with the new model following 11.2.2 A spectral residuals statistic is employed to detect
the procedure described herein. extrapolation of the calibration model due to spectra features

10.3.4 Conduct performance tests if a bias is observeWh'Ch were not present in the spectra of the calibration set.

between the analyzer and primary method values to determirljeeléﬁjo)?elﬁ'?g%lzé?rmﬁgr\?vﬂeﬁetﬁgbs(;relgt'rsjfnngzi?‘tgtf;:;f: d

if the bias is the result of a change in instrument performancefans : : L .
. in a sparsely populated region of the multivariate calibra-
10.4 Reference Materials for Instrument Performance Tests;jq, space. While analyses of such spectra represent interpola-
10.4.1 Check samples are generally used for conductingon of the model, there may be insufficient information in the
performance tests. Check samples are single, pure, liquithodel to produce valid analyses for these samples. The use of
hydrocarbon compounds or mixtures of liquid hydrocarbona Nearest Neighbor Distance statistic is recommended if the
compounds of definite composition. An alternate to using ealibration samples are highly clustered in the multivariate
check sample is to use an actual process sample called a tsgiace. It is the responsibility of the model developer to
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determine if use of a Nearest Neighbor Distance statistic ist least 20 initial validation samples. The primary method
appropriate. If a Nearest Neighbor Distance statistic is emresults are regressed against the analyzer results. A statistical
ployed, then the results for any sample whose Nearest Neigliest is performed on the regression results. The null hypothesis
bor Distance exceeds the predetermined limit are considerddr the test is that the slope of the regression line is less than or
invalid. Such samples are referred to as Nearest Neighbaqual to zero, that is, that there is no positive correlation
Inliers. between the two sets of results. If the null hypothesis is
11.3 Annex A3 discusses available outlier detection methrejected, then there is a statistically significant positive corre-
ods. Further details on outlier methods and on notations used Iation between the two sets of results.
their calculations are in Practices E 1655. Users may substitute 12.2 Initial Validation Samples:
other outlier detection methods providing they are at least as 12.2.1 Initial validation of the analyzer is performed with a
rigorous as those described in Annex A3 and Practices E 165finimum of 20 samples. The actual number of samples used in
If alternative outlier detection methods are substituted, it is thehe initial validation is designated by. Spectra of these
user’s responsibility to demonstrate that any analyzer resultsamples must yield potentially valid results (for example, the
that are marked as invalid by the tests described herein are alspectra must not be outliers) as defined in Section 11. For
marked as invalid by the substituted methods. analyzer validation, select samples with chemical concentra-
11.4 While itis generally preferable that the outlier statisticstions or physical properties which are interpolations within the
be generated using the same modeling method that was usedrithge for which the calibration was developed and validated.
generate the calibration model, this is not required. For 1222 Select initial validation samples which exhibit suffi-
instance, MLR models do not provide spectral residual statiscient variation in the property or composition being measured.
tics. If an MLR model is used as the calibration model, anat a minimum, it is recommended that the standard deviation
additional PCR or PLS model may be used to provide theyf the analyzer results among the initial validation samples
necessary residuals statistics. If a supplementary model is usgflould be at least 72 % of the reproducibility of the primary
to generate outlier statistics, construct the supplementanpethodfor each property to be measured.
model using the same set of calibration samples used for the
predictive model, and apply the outlier statistics which will be NoTe 2—Seventy-two percent of the reproducibility is equivalent to

; st ice the standard deviation of the reproducibility. Strictly speaking, the
used O.n the process analyzer S.yStem in the validation of thts(ift/andard deviation of both the analyzer results and the primary method
model in accqrdance with Pra_(:t'ces E 1(,355' values are preferably at least 72 % of the reproducibility of the reference

11.4.1 Outlier tests detect differences in the spectrum of thgethod to ensure that there is sufficient variation in the results to perform
process sample relative to the spectra of the calibratiom meaningful statistical test. However, the primary method values (see
samples. These spectral differences may be due to differenc8sction 8) are not necessarily available at the time the initial validation
in the chemistries of the samples, or due to differences in theamples are collected. If the analyzer does not pass the initial validation

performance of the spectrometer used to collect the SpeCtrct:?StS described in 12.1, and if the standard deviation in the reference

. f . values is less than 72 % of the reproducibility, the user should consider
;I'al?tlf 1 (Ijtlsc_ll'lﬁses ltl?ifir?n(i[esbth?r: Tnay I\t;e d(;aV\;]n eroinlir?u'[lilergpeating the initial validation with samples that show a larger variability.
est resufts. € outlier tests by INemselves do not distinguls Note 3—If the primary method against which the analyzer results is

between the instrument and the sample being the cause of ttBging compared is not an ASTM method, the reproducibility of the

outlier result. Instrument performance tests may be used tRethod may not be known. The repeatability of the primary method values
help determine if the outlier test is responding to changes in theéan be estimated from quality assurance data (see Section 8) and used in

process or in the instrument. place of the reproducibility. The user should be aware that the repeatability
will generally be smaller than the reproducibility, and that 72 % of the
12. Analyzer System Initial Validation repeatability will typically represent less variation than 72 % of the

12.1 The initial validation of the analyzer is performed by producibility. If the analyzer does not pass the initial validation tests

. . scribed below, the user should consider repeating the initial validation
comparing the analyzer and primary method results for a set Qf samples that show a larger variability

TABLE 1 Inferences Related to Outlier Detection or Instrument 12.2.2.1 Samples in the required property range for validat-
Failure ing one property may not be suitable for validating another
Mahalanobis ~ Spectral Inferences Status of Analyzer property derived from the same spectral measurement. (For
Distance Test ReTsidua' Result example, three motor gasoline grades may span five octane
et — — range but may have a constant Reid vapor pressure. They
Lessthan less spectrum within range of result valid if would, thus, be suitable for initial validation of an analyzer
limit than calibration spectra control charts are . .
limit current and within measuring octane, but not Reid vapor pressure).
) | o ; contlrgl limitls 12.2.2.2 While line samples are preferable, the process may
Greater than ess possible instrument malfunction invalid result i . P . . P
limit than or model extrapolation due to not ex_hlblt sufﬁcent varlatlon_durmg the pen_od_ of |n|t|al_
limit  sample component outside range validation to provide the required sample variation. In this
Less th . o fOftca"bfat“O” e valid resut case, test samples that were not used for the model develop-
ess than greater possible Instrument maltunction nvailia resu . . s el
limit than limit  or model extrapolation due to ment may be included in the set of samples used for initial
sample absorption not present in validation to achieve the required variation. Confirm the
_ calibration spectra o integrity of these test samples by appropriate testing prior to
Greater than  geater  possible instrument malfunction invalid result Pref bly. test | hould t K th
limit than limit or model extrapolation use. Freterably, test samples snou not make up more an

25 % of the set of initial validation samples.

10
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12.2.2.3 Check samples resembling the process stream magproducibility of the reference method, then the user may
be used in place of test samples providing that their spectra amnsider adding additional line or test samples, or both, to
not outliers. extend the range of initial validation set, and repeating the

12.2.3 Initial Validation Correlation (Slope) TestTest the initial validation correlation test.
correlation between the analyzer results, and the primary 12.3 Initial Validation Bias Test-A test is performed to
method results for the 20 initial validation samples by thedetermine if there is a bias between the results for the analyzer
following calculation: and the primary method.

12.2.3.1 Perform aregression of the primary method results, 12.3.1 Compute the differenced,, between the analyzer
Y,, versus the analyzer resultg,. Calculate the slope of the results and the primary method results for theinitial
regressionm, as follows: validation samples

_ E (Ya__Ya)(Yr__Yr) 1 di = (ya_yr)i (3)

X (Ya-Y)? @ 12.3.2 Examine the differences to determine if any are
Y refers to meawy value for then initial validation samples. outliers using a Generalized Extreme Standardized Deviation
12.2.3.2 Calculate the standard error of the regression cddethod(1).” If any of the differences are outliers relative to the

efficient or slopeS,, distribution of differences, collect additional line samples to
_ _ replace them. Also examine the differences using a (Normal)

N I T A Al ()  Probability Plot(2) to determine if the differences are normally

" (N=22 (Ya-Ya)? distributed. The statistical quality control plots described in

12.2.3.3 Calculateni/s,] and compare the value to the®5 Section 13 assume that the differences are normally distributed.
percentile of Student's distribution with (n-2) degrees of If the differences are not normally distributed, attempt to
freedom in Table 2. determine the cause of the non-normal distribution and, if

12.2.3.4 If the preceding ratio exceeds thealue in the Possible, correct it before restarting the validation procedure.
table, the analyzer results show a statistically significant nore 4—if the multivariate model does not account for all sources of
correlation to the reference values, and are therefore potentiallyriation that may effect the modeled concentration or property, then the
valid. The initial validation continues with the bias test in 12.3.differences between the analyzer result and the primary method result

12.2.3.5 If the preceding ratio does not exceed tredue in  includes this unmodeled variance. It is assumed that, over a sufficiently
the table, the analyzer results do not show a Statistica")I,arge, diverse set of samples, the systematic model prediction errors
significant positive correlation to the reference values and ar¢Suling from this unmodeled variance will behave as if they were
therefore, invalid. The analyzer validation process is disconrémdom errors, analogous to the imprecision associated with the primary
tinued until the source of the problem is identified and
corrected. If the standard deviation of either the analyzer 7 The boldface numbers in parentheses refer to the list of references at the end of
results or the reference values was close to 72 % of theiis standard.

TABLE 2 95 th and 97.5 th Percentiles of the Student’s t Distribution

Degrees of los ty7 5 Degrees of tys lo7s Degrees of los lo7s
Freedom Freedom Freedom
1 6.3138 12.7062 28 1.7011 2.0484 75 1.6654 1.9921
2 2.9200 4.3027 29 1.6991 2.0452 80 1.6641 1.99006
3 2.3534 3.1824 30 1.6973 2.0423 85 1.6630 1.98827
4 2.1318 2.7764 31 1.6955 2.0395 90 1.6620 1.98667
5 2.0150 2.5706 32 1.6939 2.0369 95 1.6611 1.98525
6 1.9432 2.4469 33 1.6924 2.0345 100 1.6602 1.98397
7 1.8946 2.3646 34 1.6909 2.0322 105 1.6595 1.98282
8 1.8595 2.3060 35 1.6896 2.0301 110 1.6588 1.98177
9 1.8331 2.2622 36 1.6883 2.0281 115 1.6582 1.98081
10 1.8125 2.2281 37 1.6871 2.0262 120 1.6577 1.97993
11 1.7959 2.2010 38 1.6860 2.0244 125 1.6571 1.97912
12 1.7823 2.1788 39 1.6849 2.0227 130 1.6567 1.97838
13 1.7709 2.1604 40 1.6839 2.0211 135 1.6562 1.97769
14 1.7613 2.1448 41 1.6829 2.0195 140 1.6558 1.97705
15 1.7531 2.1314 42 1.6820 2.0181 145 1.6554 1.97646
16 1.7459 2.1199 43 1.6811 2.0167 150 1.6551 1.97591
17 1.7396 2.1098 44 1.6802 2.0154 155 1.6547 1.97539
18 1.7341 2.1009 45 1.6794 2.0141 160 1.6544 1.97490
19 1.7291 2.0930 46 1.6787 2.0129 165 1.6541 1.97445
20 1.7247 2.0860 47 1.6779 2.0117 170 1.6539 1.97402
21 1.7207 2.0796 48 1.6772 2.0106 175 1.6536 1.97361
22 1.7171 2.0739 49 1.6766 2.0096 180 1.6534 1.97323
23 1.7139 2.0687 50 1.6759 2.0086 185 1.6531 1.97287
24 1.7109 2.0639 55 1.6730 2.0040 190 1.6529 1.97253
25 1.7081 2.0595 60 1.6706 2.0003 195 1.6527 1.97220
26 1.7056 2.0555 65 1.6686 1.9971 200 1.6525 1.97190
27 1.7033 2.0518 70 1.6669 1.9944 o 1.6449 1.96000

11
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method. If the differences are not normally distributed, then this assump- (1) If the calculated value is less than or equal to the critical
tion may be incorrect, or the set of validation samples may not be large of value, then the bias is not statistically significant. The

diverse enough. analyzer is expected to give essentially the same average result
12.3.2.1 To detect outliers among thdifferences using the as the primary method, and no statistically significant bias
ESD method, calculate the valuesas follows: exists and the analyzer results are valid.
2) If the calculated value is greater than the criticavalue,
ESD, = [d| /s (4) (2) 9

then the bias is statistically significant. There is at least a 95 %

wheres is the standard deviation in thg. Find the sample  probability that the analyzer and the primary method are not
having the maximunESD. This value isESD(1) Eliminate  giving the same average results. The analyzer or primary
this sample, recalculats, and recalculat€eSQ for the n-1  method validity is suspect, and further investigation of the
remaining samples. Find the maximug8D;. This value is  primary method quality assurance and the analyzer function
ESD(2) Eliminate this sample, recalculateand recalculate and operation shall be conducted to resolve the source of the
ESD for the n-2 samples. Find the maximum value of the bias.Bias corrections of multivariate models are not permitted
ESD. This value isESD(3) Assuming there are at most three within the scope of this practice.

outliers, theESDvalues are compared to critidaSDvalues in ) o )
Note 5—For the purpose of this practice, if it is necessary to add a bias

Table 3 forn samples. IESD(3)is greater than.‘3 n Table_ 3 correction to a model to bring analyzer and primary method results into
for n samples, then all t_hree samples are OUtI'erESD(3)'S agreement, the addition of the bias correction is considered to produce a
less than\;, but ESD(2)is greater tham,, then the first tWo  new model. Validate this new model as described in Practices E 1655.
samples are outliers. ESD(3)is less tham\; andESD(2)is  Once the new model has been validated, install it on the analyzer and
less than\,,, butESD(1)is greater thai ,, then the first sample validate the analyzer performance in accordance with the procedures
is an outlier. IFESD(3)is less than\;, ESD(2)is less tham , described herein. If the bias is changed, it again produces a new model
and ESD(1)is less than\ ,, then none of the samples are which again shall be revalidated in a_ccordanc_e with Practices E 1655, and
outliers. the analyzer performance shall again be validated.

12.3.2.2 A (normal) probability plot is used to test the 12.4 Calculate _the_relative accuracy and precision of the
assumption that the differences are normally distributed. Conlhitial analyzer validation results as follows:
struct the probability plot after outliers are eliminated in 12.4.1 Calculate the mean square error for the analyzer
12.3.2.1. Generate a vector of probability values fromrots/ ~ results as follows:

1- 0.5h at intervals of 1/n. Calculate the inverse of the n )
standard normal cumulative distribution function at these iZl(Ya‘Yr)i
probability values. Sort the differences calculated in 12.2.2.1 SE. = n ®)

and pair them with the inverse normal cumulative distribution 15 4 5 | there is no statistically significant bias for the
function va_lue_s. Plot these pairs asy. If the diffe_zrences are  yalidation process (see 12.3.2.3 to 12.3.2.6), then the 95 %
normally distributed, the plot should be approximately linear.. . tqence limit on the absolute value of the difference

Major deviations from linearity are an indication of non- poyyeen the measurements by the validated analyzer and by the
normal distributions of the differences. sprimary method is given by

12.3.2.3 Compute the bias for the initial validation proces

as the average difference between the analyzer results and the EX S ©)
primary method resultsas follows: wheren is the number of samples used for analyzer valida-
n tion, andt is the Student'$ys value from Table 2 fon degrees
> d of freedom. This limit applies only to primary method results
d= ':; (5)  produced by the same laboratory which provided the data used

) L in the validation. Comparisons of the analyzer results to
12.3.2.4 Calculate the variance for the validation process primary method results for other laboratories may produce

n — larger differences.
Z’l (d;—d) 12.4.3 Optionally, the analyzer validation results may be
Se=—m=1— ) compared to those obtained during the validation of the
12.3.2.5 Computé: multivariate model to determine if the analyzer performance is
consistent with that expected based on the model validation.
|a|w 12.4.3.1 Compare the mean square error for the analyzer to
t="7¢ (M) that which was obtained for the validation of the model using

an F-test. TheSEVis the Standard Error of Validation for the

model. Th&EVwas calculated as part of the validation of the

model following procedures described in Practices E 1655.
12.4.3.2 Calculate the valde as follows:

12.3.2.6 Compare the computédialue with the criticalt
values in Table 2 forr(-1) degrees of freedom.

TABLE 3 Critical Values of A\ for Generalized ESD Procedure

S
n M A As F= —%for SE, > SEV (10)
20 271 2.68 2.65 SE
25 2.82 2.80 2.78 SEV?
30 291 2.89 2.88 F= S_Ifi for SE\; > SEi (11)

12
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Compare the value df with the limiting F value given in 13.2.1.2 Compute the mean differertt@-bar) and moving
Table 4. If Eq 10 is used, the number of degrees of freedom forangeMR (MR-bar) as follows.
the numerator and denominator &é (wheren is the number

of analyzer validation samples) amd (wherev is the number > d
of model validation samples), respectively. If Eq 11 is used, the d= ':; (12)
number of degress of freedom for the numerator and denomi-
nator arev-1 andn-1, respectively. §|di+1— d|
12.4.3.3 If the calculated valug is less than the limiting VR = = — (13)

valueF in Table 4,SE, is not significantly greater thaBE\?,
and the performance of the analyzer is consistent with that 13.2.1.3 Construct the Individual Values Control Chart for
expected for the multivariate model. the differences as shown in Fig. 3 with the following control

12.4.3.4 If the calculated valleis greater than the limiting  [imits.
value F from Table 4, then there is a statistically significant
difference betweerSE: and SEV. If Eq 10 was used, the
performance of the analyzer may be poorer than would be LCLy = d-2.66MR (19)
expected on the basis of the model validation results. Conduct ;3 5 5 pjot the differences,, but do not connect the points.
further investigation of the analyzer function and operation to 133 E llv Weighted Moving A EWMA
resolve the source of the poor performance. If Eq 11 was use ' xpon.ent|a y Weighte oving Average ( )
the performance of the analyzer may be better than would b ontrol Chart:
expected on the basis of the model validation results. 13.3.1 Overlay the Individual Values chart with an Expo-

nentially Weighted Moving Average (EWMA) Control Chart
13. Periodic Validation by Plotting Control Charts of the ~ for the differences(3)
Differences Between Methods 13.3.2 Calculate the control limits for the Exponentially

13.1 If the analyzer passes the initial validation test de\Veighted Moving Average chart using a weight (lambda) of
scribed in 12.1, check the stability of the differences betwee®.2 to 0.4 as follows. See Fig. 3. Alambda value of 0.4 closely
the analyzer and primary method using the control charts. Usemulates the run rule effects of conventional control charts,
three types of control charts as described in Practice D 6299vhile a value of 0.2 has optimal prediction properties for the

13.2 Individual Values Control Chart for the Differences: next expected value. In addition, these lambda values also

13.2.1 Establish the initial control limits for these charts by:conveniently place the control limits (3-sigma) for the EWMA

13.2.1.1 Compute the differences, for the initial valida- trend at the 1-sigma (for 0.2 lambda) to 1.5-sigma (for 0.4
tion sample set of 20 using Eq 3. lambda) values for the Individual Observations Chart.

UCL, = d + 2.66 MR (14)

TABLE 4 95 th Percentiles of the F- Distribution

Degrees of Freedom Numerator (Number of Analyzer Validation Samples)

D 20 21 22 23 24 25 30
3 8 3.15 3.14 3.13 3.12 3.12 3.11 3.08
r 12 2.54 2.53 2.52 2.51 2.51 2.50 2.47
e 16 2.28 2.26 2.25 2.24 2.24 2.23 2.19
e 20 2.12 2.11 2.10 2.09 2.08 2.07 2.04
s 24 2.03 2.01 2.00 1.99 1.98 1.97 1.94

28 1.96 1.95 1.93 1.92 1.91 1.91 1.87
o] 32 1.91 1.90 1.88 1.87 1.86 1.85 1.82
f 36 1.87 1.86 1.85 1.83 1.82 1.81 1.78

40 1.84 1.83 1.81 1.80 1.79 1.78 1.74
F 44 1.81 1.80 1.79 1.78 1.77 1.76 1.72
r 48 1.79 1.78 1.77 1.76 1.75 1.74 1.70
e 52 1.78 1.76 1.75 1.74 1.73 1.72 1.68
3 56 1.76 1.75 1.74 1.72 1.71 1.70 1.66
) 60 1.75 1.73 1.72 1.71 1.70 1.69 1.65
m 64 1.74 1.72 1.71 1.70 1.69 1.68 1.64

68 1.73 1.71 1.70 1.69 1.68 1.67 1.63
D 72 1.72 1.70 1.69 1.68 1.67 1.66 1.62
€ 76 1.71 1.70 1.68 1.67 1.66 1.65 1.61
2 80 1.70 1.69 1.68 1.67 1.65 1.64 1.60
m 84 1.70 1.68 1.67 1.66 1.65 1.64 1.59
| 88 1.69 1.68 1.66 1.65 1.64 1.63 1.59
n 92 1.69 1.67 1.66 1.65 1.64 1.63 1.58
a 96 1.68 1.67 1.65 1.64 1.63 1.62 1.58
ct) 100 1.68 1.66 1.65 1.64 1.63 1.62 1.57
r o 1.57 1.56 1.54 1.53 1.52 1.51 1.46
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_ X 13.4 Moving Range of Two Control Chart:
UCL, =d + 2.66MR /57— (16)

13.4.1 Construct a separate Moving Range of Two Control

X Chart.
LCL, =d+ 2.66 MR + /5—~ 17 . - .
» 2=\ 7 13.4.2 See Fig. 4. The control limits are given as follows:
13.3.3 Calculate sequence valuesg,and plot them on the

X e _ UCLyg = 3.27MR (20)
EWMA control chart.wy is the initial value assumed for= 0
in calculatingw , using the recursion Eq 19 LCLgr = 0 (21)
wy=d (18) 13.4.3 Plot the values given as follows:
Wi = (1 =MWy + Ad; (19) MR, = |di —di,1| (22)
13.3.4 Plot thew ; values on the chart and connect the .
points. and connect each point.
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13.5 Collect a line sample at the appropriate validatiorless than the total number of results used in the pooled variance which was
interval. If the line sample spectrum is not an outlier or nearespreviously calculated.

neighbor inlier, determine the sample value by the primary 14121 If theF value calculated is less than the criti¢al
method. Compute the, w;, andMR, values and plot them on yajye from Table 4, and if the standard deviation of the new
the Individual Differences Control Chart, the Exponentially resyits is at least 72 % of the reproducibility of the primary
Weighted Moving Average Control Chart, and the Moving method, then the variance calculated for the 20 new results
Range of Two Control Chart, respectively. The three controhe|ongs to the same population as the previous variance. Pool
charts are interpreted as follows: the new results with the previous results to calculate a new
13.5.1 If any of the Individual Value, EWMA or Moving analyzer variance by way of Eq 6. Calculate new valuesifor

Range values are outside their respective upper and loweihd MR using the pooled results in Eq 12 and Eq 13, and

control limits, the analyzer system or the primary method, ofrecalculate new control limits for all three control charts based
both appear to be unstable, and efforts should be made ¥n the pooled results.

determine the cause. Results for the analyzer are considered4.1.2.2 If theF value calculated is greater than the critical
invalid until the cause is corrected and the performance of thgajue from Table 4, then there is a 95 % probability that the 20

analyzer has been revalidated. new results come from a population that does NOT have the
13.5.2 Optionally, the following occurrences should besame variance as that estimated from the previous results,
considered early signals of instability: which suggests that a change has occurred in the entire

13.5.2.1 Two out of three consecutive results on the Indivalidation process. Further investigation of key elements and
vidual Differences Control Chart that fall outside of either 2 procedures including, but not limited to the performance of the
(1.77MR) limit; analyzer, the primary method, and the sampling process, is
13.5.2.2 Four out of five consecutive results on the Indi-warranted.
vidual Differences Control Chart that fall outside the samme 1 14.1.2.3 If Eq 23 was used to calculate Rivalue greater
(0.89MR) limit; than the critical value, then the variance of the validation
13.5.2.3 Eight or more consecutive points in the IndividualProcess has increased. Indentify and correct the cause of the
Differences Control Chart that fall on the same side of thencrease before continuing with the validation process. If no

center line. cause can be identified, it is recommended that the validation
process be restarted with 20 new initial validation samples (see
14. Updating Control Limits Section 12), and that analyzer results be marked invalid until

the initial validation has been successfully completed.
14.1.2.4 If Eq 24 was used to calculate Ruvalue greater
an the critical value, then the variance of the validation

14.1 After a set of 20 additional periodic validation line
samples have been collected, reevaluate the control limits fo[r1

the thre_e control charts to see if a statistically significantprocess has decreased. Attempt to identify the cause for the

change in performance ha_s oceurred. ) improvement to determine if it can be maintained. If the
14.1.1 Calculate the bias and variance of the 20 newm,,qyement is not due to a special cause, and if the standard

differences as described previously in Eq 5 and Eq 6, an@gyjation of the 20 results is at least 72 % of the reproducibility

perform at test to see if any bias calculated is statistically ot the primary method, then combine the results for the 20 new

significant as described in 12.3. samples with the previous results to produce a new estimate of
14.1.1.1 If the bias is not statistically significant, then thethe validation process variance. Update the control limits

analyzer is expected to give essentially the same average resgfipropriately. If the standard deviation of the results is not at

as the primary method. least 72 % of the reproducibility of the primary method, do
14.1.1.2 If the bias is statistically significant, then the usemNOT adjust the variance estimate or control limits.

can be 95% confident that the analyzer and the primary

method are not giving the same average results. The analyzes, Analyzer Repeatability

and primary method validity are both suspect. Conduct further 15.1 Analyzer repeatability can be estimated directly from

investigation of the analyzer function and operation and of thc?h '

X ._the analyzer results during periods when the process sample is
primary method measurement to resolve the source of th(_a blaPéIativer constant. Once a minimum of 25 analyses have been
Bias corrections of multivariate models are not permitted '

within the scope of this practicsee Note 5) obtained, the results.are plotted on control chart;_and statisti-
. ) . cally analyzed to estimate the analyzer repeatability.

14.1.2 Cpmpare the variance of th? 20 new differences 15.1.1 Visually screen the results for unusual values. Use
calculated in 14.1.1 to the variance previously calculated by athe Generalized Extreme Standardized Derivative method (see
F-test. 12.3.2) to test for outliers among the results. Plot the results in

< (current chronological order and examine them for nonrandom patterns.
F= S (previous Use a (normal) probability plot (see 12.3.2.2) to check that the
< (previous results are normally distributed.
=———— for & (current < S (previous (24) 15.1.2 If the results are normally distributed, construct
S (current Individual Observation, Moving Range of Two, and Exponen-

Note 6—The number of degrees of freedom &r(curreny will be 19,  tial Weighted Moving Average control charts for the results and

whereas the number of degrees of freedomSp(previoug will be one  establish limits (see Section 13).

for S (current) = § (previous (23)
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15.2 Estimate the standard deviation for the analyses frortdse a (normal) probability plot (see 12.3.2.2) to check that the
the control charts as results are normally distributed.
5 = 0.89 VIR 16.3.2 Construct Individual Observation, Moving Range of
1] . (25) . . .
o ) A Two, and Exponential Weighted Moving Average control
The analyzer repeatability is obtained by multiplyigy  charts for the results and establish limits (see Section 13).
2.71. 16.4 Estimate the long-term standard deviation for the
Note 7—Practices E 1655 defines a procedure for estimating theinalyses from the control charts as follows:
precision of the multivariate model. Since the Practices E 1655 procedure 5 = 0.89VR (26)
generally involves spectral measurements of static samples under labora- '
tory conditions, the Practices E 1655 precision is expected to be somewhat The analyzer intermediate precision is obtained by multiply-
better than what can be achieved in on-line application of the modeling ¢ by 2.77.
Similarly, statistical analysis of repetitive Level B performance tests may 16.5 Plot additional results from the precision test on the

be used as an indication of analyzer repeatability and analyzer interm sontrol charts and update the limits each time an additional 20
diate precision. However, since such performance tests do not necessar ésults are collected (see Section 14)

include all potential sources of variation associated with the on-line .
measurement, the instrument precision may be somewhat better than what16.6 If_ the use_ of the _a_nalyze_r results reql_“res that the_
can be achieved during on-line measurement. If the analyzer repeatabilignalyzer intermediate precision estimate be continuously moni-
measurements discussed previously cannot be performed, then the Préored over multiple test samples, then perform 20 analyses of a
tices E 1655 model precision or instrument performance test precisionew test sample before the current test sample is depleted.
may be used as an arbitrarily optimistic estimate of analyzer repeatability>heck thats? for the new sample is statistically equivalent to
the & 2 obtained from previous test samples using Faest

. described in 14.1.2. Alternatively, a Q-ch&4) may be used
16.1 If the use of the analyzer results requires that &yring the initial change to the new test sample providing there

numerical estimate be made of the analyzer intermediatg 5 pistorical estimate of the analyzer intermediate precision
precision (long-term analyzer stability), then it is recom-pssed on at least 50 results.

mended that this estimate be made from the repetitive analyses
of a test sample whose spectrum is neither an outlier or a Note 8—The analyzer intermediate precision calculated previously is

nearest neighbor inlier. Conduct the analyses on a periodi?:nly an estimate of the true intermediate precision. How good the estimate
basis. No more frequen.tly than once a day iS depends on a number of factors. The precision of the analyzer results

= - . may vary across the multivariate space defined by the calibration model.
16.2 The conditions under which the test sample is analyzeg single test sample may not account for all this potential variation.

should mimic as closely as possible those used during routineurther, if the spectral measurement of the test sample is not done under
analyzer operation for analysis of line samples. Variablesonditions that are identical to those used during normal operation, the
which shall be considered include, but are not limited to,measurement may not include some sources of variation and a low
sample temperature, flow rate, and pressure. estimate of the reproducibility may result. If the analyzer intermediate

‘e : recision is better that the analyzer repeatability (see Section 15), the
16.3 Once a minimum of 20 analyses. hf”“’e been Obtame%termediate precision estimate ig probaEIy not agcéunting for all SOl).II’CES
plot the results on control charts and statistically analyze thergs \ariation.
to estimate the analyzer intermediate precision.
16.3.1 Visually screen the results for unusual values. Usa7- Keywords
the Generalized Extreme Standardized Deviation Method (see 17.1 control chart; infrared analyzer; infrared spectropho-
12.3.2) to test for outliers among the results. Plot the results itometers; IR spectroscopy; multivariate process; NIR spectros-

chronological order and examine them for nonrandom patterngopy; statistical quality assurance; validation

16. Analyzer Intermediate Precision

ANNEXES
(Mandatory Information)

Al. CONSIDERATIONS FOR QUANTITATIVE ON-LINE PROCESS IR MEASUREMENTS

Al.1 Spectral data collection and computation parameters A1.1.2 The optical and digital resolution at which process
used for the collection of process sample spectra shouldample spectra are collected should be identical to that used in
generally be identical to those used in collecting the calibrationhe collection of the calibration sample spectra.
spectra on which the multivariate model is based. A1.1.3 For instruments such as FT-IR where the spectra are

Al.1.1 The wavelength (frequency) range over which pro-obtained by mathematical processing of the raw spectral data,
cess sample spectra are collected shall be the same or gredfee processing conditions (for example, apodization, zero-
than the range over which the calibration sample spectra weiidling, and so forth) employed in calculating the process
collected. If the range is greater, the additional data collected isample spectra should be identical to those used in calculating
discarded prior to application of the model. the calibration sample spectra.
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Al.1.4 Absorbances for the bands specified in this test A1.2.6 Transflection involves a measurement wherein the
method are expected to fall within the linear operating range oinfrared radiation transmitted through the sample is returned
the spectrophotometer, as defined by the manufacturer, typihrough the sample by means of an external reflector. Some
cally less than 1.0 absorbance units. fiber optic probes employ transflection. Transflection doubles

Al1l.1.5 If the measurement time (for example, number ofthe effective path length of the cell since light passes through
averaged scans) is not the same for the process sample spectta sample twice.
measurement as for the measurement of the calibration sampleA1.2.7 When check or test samples are being introduced, it
spectra, then the user shall determine what effect this chande generally preferable to wash out the current sample with the
has on the precision of the analyzer results. next sample. The volume of sample used to flush the cell
should be at least five times the volume between the sample
Al2 Spectr.ophotometer Cells and Other Infrared inlet and cell exit point(s). When measurements are conducted

Sampling Methods on flowing samples, the flow through the optical cell should be

Al.2.1 One common process infrared measurement inhigh enough to ensure that a fresh sample is present for each
volves transmitting the infrared light through the sample whilespectra| measurement.

the sample is contained in a spectrophotometer cell. The ) )

spectrophotometer cell consists of two infrared transparerftl.3 Fiber Optics

windows held apart at a fixed distance, the sample path length. nore A1.2—Not all process IR analyzers are installed with fiber optics.
The sample may flow through the cell during the spectralrhis section applies only to analyzers that use fiber optics.
measurement, or the flow may be interrupted for the duration a1.3.1 Fiber optics, single-strand or multiple-strand fibers,

of the measurement. can be employed to transmit light from the spectrophotometer

Al1.2.2 Inspect spectrophotometer cells and verify that thgg the sample and from the sample back to the spectrophotom-
cells contribute minimally to the measured absorbance of thgg,.

sample. If contamination or deposition on the cell windows is a1.3.2 Consult fiber and instrument manufacturers for

suspected, clean windows with an appropriate solvent, Oproper selection, installation, and maintenance of fiber optic
replace if necessary. Contamination can sometimes be detectggpes.

by an increased baseline. Cell windows should also be exam- _
ined for scratches and cracks. Al.4 In-Line Probes

Al.2.3 The optical path length is an important consideration A1.4.1 An in-line probe may be considered a spectropho-
in infrared spectroscopic measurements. Appropriate pathometer cell installed in a process pipe or side loop and
lengths depend on the spectral range employed. Path lengtBsnnected to the spectrophotometer by optical fibers. In-line
are chosen to keep the absorbance at analytical wavelengtfobes may be used in cases where the analysis is desired at
within the linear operating range of the spectrophotometer. Thgrocess conditions (pressure and temperature), where it is
most common path lengths for the infrared region are given inifiicult to install the required slip stream piping to permit safe
Table A1.1. withdrawal of a line sample for analysis, or where disposal of

The path length used for the process measurements shoulge sample after analysis may create an environmental hazard.
be nominally the same as that used in collecting the data on A1.4.1.1 Where possible, in-line probes should be installed
which the calibration model is based. to allow for their complete removal for the purpose of

Note Al.1—Liquid viscosities may limit the use of flow cells in the collecting baCkgroundS_ or instrument performance test _data'
4000 to 400 cm-1 region. Internal reflection spectroscopy (see 6.2.2.18Nd to allow for inspection of the probe for fouling or physical
may be more practical in this frequency range. damage.

Al1.2.4 Other sampling methods may be applicable to mea- A1.4:1.2 For some _|nstaIIat|ons, removal of the m-lmg
surements conducted in some parts of the infrared region. Probe involves excessive work, or exposes personnel to in-
A1.2.5 The sample being analyzed may be contacted witfgreased hazards._ In this case, the probe cannot be inspected
an internal reflection element such that attenuated total reflei@nually for fouling or physical damage. The total energy
tance occurs at the interface. Mid-infrared spectra are theffiroughput of the system, and the baseline of the sample
measured by way of internal reflection spectroscopy. absorption spectra should be continuously monitored for evi-
dence of fouling or damage.

TABLE Al.1 Common Path lengths for Liquid Hydrocarbon

Analysis in the Infrared Region AL.S Sample Temperature

Note 1—The path length used for the process measurements should bg_ﬁl's'fl San;plf temperaturetgl’gatlyt erszaCt_St, thﬁ I’eproduc(-j
nominally the same as that used in collecting the data on which thé llity of Spec r.a measuremen S due 1o densily changes an
calibration model is based. intermolecular interactions, and may consequently affect pre-
dicted values. The significance of temperature effects shall be

Wavelength, nm Frequency, cm-1 Path length, mm N o
separately established for every composition, component, or
800-1100 12 500-9091 20 - 100 ¢ d
1100-1600 9091-6250 7-12 property measured. '
1600-2200 6250-4545 1-3 Al1.5.2 Temperature control of the reference material,
2000-6250 5000-1600 05 samples, and process stream should be incorporated such that
2500-25 000 4000-400 0.01 - 0.05 o .
See Note AL the temperature of all materials introduced into the spectropho-

tometer cell are constant and known. Alternatively, temperature
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variation over a specified range can be compensated for either post-processing, and the temperature for the process stream
in the multivariate calibration model or through pre-processingshall be controlled to within the range used for the calibration.

A2. INSTRUMENT PERFORMANCE TESTS

A2.1 Reference Materials for Instrument tometer or the sample probe which produces an absorption

A2.1.1 Check SamplesCheck samples are generally used SPectrum which is known to be constant over time. This filter
for conducting performance tests. Check samples are singl8)ay be automatically inserted into the optical path to allow
pure, liquid hydrocarbon compounds or mixtures of liquidinstrument performance tests to be performed.
hydrocarbon compounds of definite composition. A2.1.3.1 Optical filters are used principally with in-line

Note A2.1—If mixtures are utilized as check samples, they shall bepmbeS when removal of the probe is inconvenient, _preCIUdmg
prepared in a repeatable manner and, if stored, stored such that the mixtJfd¢ Use of check or test samples for routine instrument
is stable over long periods of time. In preparing mixtures of liquid performance testing.
hydrocarbon materials, components should be accurately pipetted or A2 1.3.2 If an optical filter is used routinely to check or
weighed at ambient temperature. It is recommended that mixtures bgq ract the spectral data collection or computation, then the
independently verified for composition prior to use. . . .

same filter cannot be used for instrument performance testing.

A2.1.1.1 The check sample is chosen such that its absorEor example, polystyrene filters are used to continuously check
tion spectrum is similar to the petroleum matrix of the and correct the wavelength scale of some dispersive NIR
application of interest. spectrophotometers. For such systems, polystyrene filters

A2.1.1.2 When possible, the check sample should contaighould not be employed for instrument performance testing.
the major functional groups associated with the process stream

of interest. A2.2 Types of Performance Tests

Note A2.2—The near-infrared spectral region is a simplified spectrum A2 2 1 Three types of performance tests are described

for petroleum products in that the major bands are: arqmanc, oleflnherein. ASTM Committee E13 has defined Level O tests to
methyl, methylene, and oxygenates. For example, toluene is a frequent

chosen reference material for gasoline range petroleum products &V.onsst of a series of univariate |n§trument .performanc':e t.eSts'
intermediates. Toluene contains two major functional groups associatelin€ Level A and Level B tests defined herein are multivariate

with gasoline, aromatic, and methyl functional groups. instrument performance tests intended to be a rapid pass/fail

A2.1.1.3 The check sample should have significant absofmasure of the instrument performance.
bance at the wavelength(s) of interest. In order to adequately A2.2.2 The Level 0, A, and B tests are intended to check the
determine the photometric linearity of the instrument, the pealtollowing spectrophotometer variables: baseline, path length,
absorbance of a check sample should be similar to, an@avelength, spectroscopic resolution, and photometric preci-
preferably slightly greater than, the largest absorbance exsion and linearity.
pected from the process fluids. A2.2.3 Level A tests involve the mathematical comparison
A2.1.1.4 Mixtures can be used as check samples but theisf the spectrum of a check or test sample against a historical
spectra may be adversely affected by temperature-sensitiwpectrum of the same material. Level B tests apply the actual
interactions that may manifest themselves by wavelength angrocess stream calibration model to analyze a check sample

absorbance changes. Additionally, mixture composition magpectrum, a test sample spectrum, or the spectrum of an optical
change with time due to differential evaporation if samples argijter.

not stored properly.
A2.1.2 Test Samples-A test sample is a process or product
sample, or a mixture of process or product samples, who

spectrum is expected to be constant for the time period it i?)vhereas, Level A and Level B tests are applicable to all

used in performance testing. e
. o spectrophotometers. Level O tests for some specific instruments
A2.1.2.1 Store the test sample in bulk quantities in con- P P P

e o . have been suggested or approved by Committee E-13. Tests
trokgdlczogdgllons ?ucth that tlhe maten?lbls statiLe ?velrl time. that might be useful in Level O procedures include those
doood ey o oo ba ool for perforance teina fodiscussed in Practices E 275, E 932, E 1421 and E 1944.
uced, they can only be used for performance testing for T
limited time periods. If test samples are used for this purpose, A2-2:5 If the Level A or B test fails, it may be useful to
collection of historical data on a new test sample should b®€rform a Level 0 test to provide diagnostics which might
initiated before previous test samples are depleted. It i®inPoint the cause of the failure.
recommended that new test samples be analyzed sequentiallyA2.2.6 Level O and A tests can be developed prior to and
with old test samples at least 15 times before they are used tgilized during and after the development of the process
replace the old test sample. The 15 analyses shall be performedlibration model. Although, by its very nature, the Level B
over a time period that does not exceed one month in duratioiest can only be used after the process calibration model is

A2.1.3 Optical Filters—An optical reference filter is an developed, it has the added advantage of providing some

optical filter or other optical device located in the spectropho-information about the sensitivity of the calibration model to

A2.2.4 Some Level O tests are specific for the type of
spectrophotometer in use (Fourier transform, diode array,
onochromator, acousto-optic tunable filter, and so forth),
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instrument performance parameters, especially when it idifference spectrum. The average value in each spectral region
applied to test samples rather than check samples or optice calculated for the difference spectrum and the standard

filters. deviation about the average is calculated. The photometric
A2.2.7 Level O Tests: noise is the standard deviation about the average.
A2.2.7.1 Level O tests are not intended to provide absolute =
measures of instrument performance, but rather useful diag- S (A-A?
nostics that can be used to detect changes in instrument Photometric noise= HT (A2.1)
performance.

A2.2.7.2 Level 0 tests measure various significant instru- t'hAV is the absorbance value of the difference spectrum at the
data point,A is the average absorbance over thelata

ment parameters by specific univariate type measurements .

performed on the spectrum of a check sample, a test sample, BPINtS-

an optical filter. Parameters most frequently checked are Nore A2.5—The preceding measurement of photometric noise can be
wavelength precision, spectral resolution or bandwidth, basesffected by wavelength instability if there is a significant change in
line levels, photometric noise, and photometric linearity. All of absorbance across the region used in the noise calculation.

the parameters measured should be plotted on control chartsps 2 7 6 Baseline stability is calculated for the same re-

and compared to historical values. The information derived i%ions used in the photometric noise test. For a single spectrum,

directly related to instrument performance and can be used fGhe mean absorbance for each region is computed and com-

trouble shooting. - _ pared to historical data. Variation from the historical value is
A2.2.7.3 If Committee E13 has not specified an appropriatgsken as an indication of baseline instability.

test procedure for the specific type of instrument used in the po 277 Spectral resolution at one or more peaks in the
analyzer, or if the sample specified by the Committee E13h0ctrum of a check sample, a test sample, or an optical filter
procedure is incompatible with process operation, then thenqyiq he monitored for stability. It is recommended that the
following guidelines can be used to develop a practical Levekpectral resolution of each peak be determined by the following
0 test. steps.

Note A2.3—A variety of algorithms can be used to calculate peak (1) Compute the second derivative of the spectrum by
positions, photometric noise, baseline stability, and resolution fromapplying an appropriate digital filter to the spectrum. A
spectral data. Not all algorithms produce results of sufficient precision tccommonly used filter has been defined by Savitzki and Golay
be us_eful fqr instrument_ performance testing. The calcul_ations in th_e(5) with corrections by Steiner, J., Termonia, Y., and Deltour, J.
foIIowmg guidelines are intended as examples. The algorithms used i 6), with application criteria discussed by Willson and P@ip
calculations of performance test re_sul_ts should be tested to demonstrag%e latter reference discusses optimum filter parameters b d
that they accurately track changes in instrument performance. . . P pa ameters ase

upon the relationship between spectral bandwidth and digiti-

A2.2.7.4 A wavelength (or frequency) stability test is con- zation interval.
ducted by monitoring the positions of one or more absorbance (2) dentify the zero crossing on both sides of the minimum
peaks for a check sample, a test sample or an optical filter. It igssociated with the peak absorbance and computing their
recommended that the peak position be determined by thecations by linear interpolation from the two adjacent points
following steps: straddling the zero crossing. The difference in the locations of

(1) Compute the first derivative of the spectrum by applyingthe two zero crossings is taken as a measure of the spectral
the appropriate digital filter to the spectrum. A commonly usedesolution.
filter has been defined by Savitzki and Gol&y with correc-
tions by Steiner, J., Termonia, Y., andDeltour(6)]. with
application criteria discussed by Willson and PdlH. The
latter reference discusses optimum filter parameters based uponA2.2.7.8 Photometric linearity is tested using two peaks in
the relationship between spectral bandwidth and digitizatiorihe absorbance spectrum, one of which is the peak of maxi-
interval. mum absorbance. The second peak is preferably less than half

(2) Identify the zero crossing associated with the peakhe absorbance of the maximum peak. Linear baselines for
absorbance and compute its location by linear interpolatiogach peak are calculated from points of minimal absorbance on
between the two adjacent points straddling the zero crossin@pposite sides of the peaks. The maximum absorbance for each
The zero crossing is taken as a measure of the peak positiopeak is corrected for the baseline, and the ratio of the

Nore A2.4—Th di ’ lenath stabil be aff absorbances for the two peaks is calculated. The ratio is used
ote A2.4—The preceding test of wavelength stability can be affected,, o - changes in the photometric linearity.
by photometric noise. To minimize the effect of noise, the peaks used for

wavelength stability testing should be less than 1.0 absorbance, and Note A2.7—This test is sensitive to wavelength instabilities. A signifi-
preferably below 0.7 absorbance. cant change in the ratio can be taken as evidence of a change in
c,t?hotometric linearity, only if wavelength stability has been demonstrated.

Note A2.6—The preceding test of spectral resolution can be affected
by photometric noise.

A2.2.7.5 Photometric noise tests are conducted at two
more spectral regions, preferably areas of minimum absor- A2.2.8 Level A Tests:
bance. A spectral region used in the test covers at least elevenA2.2.8.1 A Level A performance test is a pass/fail test that
adjacent points. Two successive absorbance spectra of tligsensitive to all of the Level O parameters. Level A tests do
check sample, the test sample, or the optical filter are collectedhot identify specific failure modes, but merely indicate if the
The second spectrum is subtracted from the first to generateiastrument performance is within historical bounds. In this test,
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the spectrum of a check sample, a test sample or an optictiie Level Atest model should be comparable to that done in the
filter is compared to a historical spectra of the check samplenultivariate calibration models being used on the analyzer. The
the test sample, or the optical filter by multivariate methodsprincipal component or latent variable resulting from this
(least squares fitting or a PCR/PLS model). This procedure camodel is applied to a current spectrum of the check sample, the
provide some information about specific instrument paramtest sample, or the optical filter to generate a calculated
eters, but essentially looks for deviations in the residuakpectrum of the test sample, the check sample, or the optical
spectrum as compared to the historical residual spectra. THater. From this calculated spectrum, the spectral residual can
spectral range used in Level A tests should be comparable toe computed as described previously. The spectral residual can
that used in the calibration model. If the spectrum of the checlbe charted to determine if the instrument is operating within
sample, the test sample, or the optical filter used in the Levéiistorical specifications.
tAhéizt g?r::]aemiaal.it[;?gtrigtrgoZsar;hp?}asr?hselgnmgzgﬂ{)eh;gzeg;gag\%’\lom A2.9—_Ch_emometricians might refer to the analys_is t_jescribed in
. ! .2.8.3 as Principal Component Analysis rather than Principal Compo-

excluded from the Level A fit. nents Regression. However, the object here is to allow the Level A test to

A2.2.8.2 Level A Tests Using a Least Squares Methelh. be developed and applied using the same chemometric software employed
a Level A test, a least square fit of the current spectrum of thé& the development and application of the multivariate calibration model.
check sample, test sample, or optical filter is conducted against o2 2 g | evel B Tests:

a historical spectrum of the same material. Baseline terms may o2 2 9 1 A Level B performance test analyzes the spectrum
be includ_ed in the fit to compensate for variations in baselinegf 5 check sample, a test sample, or an optical filter against the
and scaling may be applied to compensate for path lengthodels in use on the analyzer system. As such, Level B tests
variations. The types of compensations (baseline or patBan not be performed during calibration. Level B tests monitor
length) used in the fit should be similar to those employed ifpe instrument performance for deviations to which the cali-
the multivariate model used for the actual analyzer measurgsration model is sensitive. Tests on a limited number of
ment. Methodology for calculating the least square fit issamples are not rigorous, but failure in these tests are indicative
discussed by Blackburn, J.A8) and by Antoon, M.K., J.H. " inat the analyzer operation has changed. The spectrum of the
Koenig and J.L. Koenig9). A typical least squares model check sample, the test sample, or the optical filter is analyzed
could be using the multivariate model normally applied to line samples.
g=ah+ b\ +cl (A2.2)  The predicted value (property or component concentration),

whereg is the vector containing the current spectrum of thethe Mahalanobl_s d|§tance, and the spectral residuals are agan
compared to historical values to detect any change in the

check sample, the test sample, or the optical filters the
vector containing the historical spectrum of the check sample"fmalyzer performance.
the test sample or the optical filter,( v for frequency based
spectra) is the vector of the wavelength axis values for spectl'gl‘z'3 Performance Test Charts
g andh, and 1 is a vector of onea.is a coefficient for scaling A2.3.1 Performance test results should be plotted on charts
the historical spectrum to match the current spectroris a ~ and examined for trends. Such trend analysis may provide
coefiicient which scales\ to provide a baseline correction early warnings of possible analyzer problems.
which is linear in wavelength (or frequency)is a coefficient A2.3.2 Individual Value Control Charts, Exponentially
for a baseline offset. The coefficients b, and ¢ are first Weighted Moving Average Control Charts, and Moving Range
determined and then used to estimate the spectrum of thef Two Control Charts (see Section 13) can be used to detect
current samplé gThe residuals from the fit are the difference statistically significant changes in instrument performance.
between the measured and estimated values for the data pointiQwever, the statistical control limits associated with these
g— 0. The residuals from the fit are squared, and summed. Theharts will not necessarily be used to judge the performance
resulting measure, herein referred to as the spectral residual, tigst results. Instead, some performance test results are typically
used as a measure of changes in the instrument performang@mpared to action limits as described in B5.
This spectral residual should be plotted on control charts. A2.3.3 For some performance tests, the test results are
Additionally, the scaling and baseline coefficients can beexpected to trend continuously in one direction until such time
monitored as an additional measure of instrument performancas the analyzer is serviced. For example, the energy output of
_ _ an infrared source is expected to decrease continuously as the
Note A2.8—Any function of the sum of the squares of the res'd“alssource ages, until such time, as the source is cleaned or
can be used, for example, the square root. replaced. The decreased energy may be observed as an increase
A2.2.8.3 Level A Tests Using a PCR or PLS Methedio  in the Level O photometric noise, or as an increase in the Level
perform a Level A test using PCR or PLS, one shall firstA spectral residual. The daily change in energy, noise, or
develop an appropriate model. A series of historical spectra faresidual may be large relative to the precision with which these
the check sample, the test sample or the optical filter argalues can be measured, but have tolerable effect on the
analyzed without mean centering by a PCR or PLS regressioaccuracy or precision of the analyzer results. For such tests,
algorithm using 100 % for the compositional value to generateontrol charts and limits as discussed in Section 13 are
the Level A model. Generally, only one variable should beinappropriate. An action limit for such tests needs to be
retained in the model since all the spectra are of the same@etermined from historical data or simulations as discussed in
material. The type of pre-processing or post-processing done iR5.
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A2.3.4 For some performance tests, the test results arde test sample, or the optical filter be collected along with
expected to vary randomly about a fixed point. For examplespectra of the calibration and model validation samples.
for a properly operating instrument, the Level 0 wavelengthPerformance tests can be applied to this data to determine the
value might be expected to vary randomly about some averadevel of performance at the time of calibration. If a calibration
value. For such tests, the control charts and control limitsnodel was developed and validated, then the level of perfor-
described in Section 13 can be usefully employed to set initiamance measured during the calibration period is adequate to
action limits in the absence of historical data. Such initialproduce the precision demonstrated during calibration and
action limits may be loosened if statistically significant perfor-validation of the model.

mance changes detected by the control charts are not found toa2.4.2.5 Changes in analyzer performance that are detected
have significant effect on the validity of analyzer results. by Level 0 tests may or may not produce a significant change

A2.3.5 Since Level B composition or property results forin the results produced by the analyzer. Different types of
check or test samples are most directly comparable to actugdultivariate models differ significantly in their sensitivity to
analyzer results, the Level B composition or property estimategarious aspects of analyzer performance. By plotting the Level
are most amenable to statistical control charting. Action limitsp test results against analyzer results on control charts, condi-
for Level B composition or property estimates can be set to théions that lead to invalid analyzer results can be identified, and
control limits described in Section 13. action limits for each Level O test can eventually be estab-
lished.

A2.4.2.6 Increases in the spectral residuals that are detected

to various aspects of instrument performance, and each a P_y Level A tests will generally reflect some change in the
. : P . P ' PP¥ésults produced by the analyzer. Even if the analyzer result
cation differs in what constitutes an acceptable tolerance t

chanaes in the results caused by variations in instrumeri©€S not change, the spectral residuals measured as part of the
9 ; y 'Sutlier testing will generally be expected to increase. The level

performance. Although instrument performance tests are usefa. increase that can be tolerated can be determined by plotting

witLher\IgvSV\éT\;:]ghéé tiP;e tﬁéofrfsstfuﬁwnei:i/Stes;Poor#inzz cc;gczrn; e Level A test spectral residuals against analyzer results, and

ges. P propag Setermining the maximum level at which valid analyzer results

through the calibration model and affect the calculated results re produced

Historical databases or simulations that define acceptab% P ' i

performance for one application may not be appropriate for rA?[HAhzr.n? ct:h"f{‘rngi’eﬁtf'nrwe“‘j’atl“?ﬁtp:ogﬂcﬁ?‘ byt?] L?/"T' B te?t

another application. In addition, the level of performance?'® th€ MOSL Straightiorward 1o Interpret since the values are

required by an application may be changed by the updating Jfirectly comparable to the analyzer results. If the analysis of
the calibration model. the spectrum of the check sample, the test sample, or the

A2.4.2 Setting Action Limits Based on Historical Data for optical filter is an interpolation of the model, then limits can be
Performance Tests: set directly based on the desired performance of the analyzer.

A2.4.2.1 Performance tests provide measures of instrumet the analysis of the spectrum of the check sample, the test
performance. These measures can be compared to historiGdMPIe, or the optical filter is an extrapolation of the model,
data for the same tests in order to judge the adequacy GX€rcise carein setting limits since the extrapolated result may
analyzer performance. If historical data exist, limits for each?® More sensitive to small changes in instrument performance
test can be set and the performance can be judged against thd@n analyses that are interpolations of the model. This is
limits. If historical data do not exist, it will be necessary to <"OWn as leverage. In this case, initial limits should be
collect it as a standard part of the analyzer operation, and su@pnfirmed by plotting the Level B results against analyzer
collection will eventually allow performance limits to be results and determining the levels at which valid analyzer
established. The collection of the historical database fof€Sults are produced.

performance tests is an integral part of the analyzer operation, Note A2.10—Any one test sample, check sample, or optical filter only
and continues for the life of the analyzer. tests a small portion of the multivariate model space, and may not be
A2.4.2.2 If the analyzer results for validation samples are irsensitive to all aspects of analyzer performance. The Level 0, A, and B
agreement with the results from the primary method, then théests are intended to detect possible analyzer failure modes. Acceptable
results for the performance tests conducted during the San@rfo_rmance as measured by Level 0, A_, and B_tests is necessary but not
time period should be considered an example of accemab%ﬁﬁmem by themselves for demonstratlng vall_d analyzer performance.
. . . omparison of analyzer results to in control, primary method laboratory
instrument performance and added to the h'smncal databa,s%alues is also necessary to demonstrate the validity of analyzer results.
A2.4.2.3 If the analyzer results are not in agreement with
the results from the primary method, and if the primary method A2.4.3 Determining Performance Action Limits by Simulat-
is within statistical quality control, the results from the perfor- ing Instrument Response Changes:
mance tests may be examples of unacceptable instrumentA2.4.3.1 An alternative procedure for determining action
performance, particularly if the results from the performancdimits for instrument performance tests is to take actual,
tests are inconsistent with the historical database. Examples diverse, but representative spectra that are predicted well by
unacceptable instrument performance can be used to set actitre model, and to mathematically modify these spectra to
limits for future performance tests. simulate the expected variations in the instrument perfor-
A2.4.2.4 1t is strongly recommended that, at the time themance. The model sensitivity, for example, the change in the
multivariate model is developed, spectra of the check samplegsults per unit change in a performance parameter, can be

A2.4 Performance Test Action Limits
A2.4.1 Calibration models differ greatly in their sensitivity
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estimated and used to establish action limits for each perfor- Note A2.11—If test samples are used for the instrument performance
mance parameter based on the error tolerance for the app”c@StS, it may be _preferable t.O enclose the sample in a sealed cuv_ette to
tion. Instrument performance parameters which can be modevent diferential evaporation of components and thus change in the
eled include wavelength (frequency) shifts, baseline Shiﬁschemlcal composmon of the sample with time. Sealing t_hese mlxture_s
. . . . ¢tloes not necessarily protect against thermal or photochemical degradation
changes in photometric noise, resolution changes, and detectgfich can also alter chemical composition.
linearity changes. The importance of different performance o ) ) _
parameters is both application and instrument type dependent.A2.5.2.2 When the in-line probe is not included in the
Historical data for Level O performance tests are the best guig@Ptical path during the instrument performance tests, the
to the type of response changes that should be modeled foriBtegrity of the probe with respect to fouling and physical
given instrument type. dame}ge are _not t'ested. Either of these two problems could

A2.4.3.2 For example, the sensitivity of an analyzer tocontribute to invalid results.
baseline drift can be simulated by adding various baselines to A2.5.2.3 Fouling or contamination of the probe surface can
a set of representative spectra, analyzing these spectra with tiémetimes be detected as changes in the baseline of the sample
calibration model, and determining the change in the results a&osorbance spectrum. The baseline should be monitored during
a function of the added baseline. The added baseline can, frmal operation for evidence of fouling.
example, be parameterized in terms of offset, slope, and A2.5.2.4 Physical damage to the probe could contribute to
curvature so that the effects of each can be determined.  invalid results. The total energy throughput of the optical

A2.4.3.3 For example, the sensitivity of an analyzer tosystem should be monitored during normal operation for
wavelength (frequency) shift can be simulated by shifting theevidence of probe damage.
wavelength (frequency) of a set of representative spectra, A2.5.3 Option C—Using a Reference Channel:
analyzing these spectra with the calibration model, and deter- A2.5.3.1 If the analyzer is equipped with multiple optical
mining the change in the results as a function of the shift. If thechannels, an alternative procedure is to dedicate one of the
shift is accomplished by way of interpolation of the spectra,optical channels as a reference channel for use in instrument
exercise care that the interpolation function does not smooth grerformance tests. Level 0, A, or B tests are performed over the
deresolve the spectra. reference channel at the required interval.

A2.4.3.4 Changes in instrument performance seldom affect A2.5.3.2 Performance tests conducted over a reference
only one aspect of that performance. If simulations are used tohannel do not test the entire optical path used for on-line
set action limits for performance tests, it is essential thatnalyses. While such tests may detect changes in source,
multiple performance parameters be varied simultaneouslgpectrophotometer or detector performance, they are not af-
The magnitude of the changes to the performance parametefiscted by any changes in the fibers or probe in the on-line
that should be simulated are best obtained from examination afample channel, nor are changes seen in the reference channel
historical data on Level 0 performance tests conducted on theecessarily mirrored in the other channels. It is the analyzer
type of instrument used in the analyzer. vendor or user’s responsibility to demonstrate that performance
. measured on the reference channel is representative of perfor-
A2.5 Tests fqr In-Line Probes o mance on other channels.

A2.5.1 Option A—Removal of the in-line probe from the A2 53.3 Energy throughput and sample absorbance spec-
process o trum baseline should be monitored on each on-line channel for
in-line probe from the process for the purpose of conducting afy, fiper tranmittance.
instrument performance test. _ A2.5.4 Option D—Use of An Optical Reference Filter:

A2.5.1.2 Removal of the in-line probe allows the entire a5 541 The spectrum of the optical reference filter is
optpal path to pe examined during the pgrformance eShptained by first acquiring a spectrum of the current on-line
Fouling or physical damage to the probe is more readilysympie inserting the filter into the optical path, and collecting

detected. , a spectrum of the filter (plus sample). The absorbance spectrum
A2.5.1.3 It will generally be necessary to clean the probeys ihe filter is calculated as follows:

before conducting instrument performance tests to remove any
residual process sample which could contaminate the check or _ _jog (SPECUUMiter + sample A2.3
. .. . Afllter g Spectrurgla ( )
test sample used in the tests. Similarly, it may be necessary to mple
clean the probe after the tests if the check or test sample usedImplicit to the successful use of this option is the assumption
in the tests is incompatible with the process being measuredhat the sample composition does not change significantly over
A2.5.2 Option B—Temporarily disconnecting the in-line the time required to collect the two spectra. The spectra should
probe. be collected as quickly as possible and in rapid succession.
A2.5.2.1 For probes connected to the analyzer by opticalesting should be performed during periods when the process
fibers, disconnect the fibers at the probe. Reconnect the fibeis relatively stable to avoid compositional changes in the
to an auxiliary probe, to a cuvette holder equipped withsample spectrum. Results of the tests using this option are
appropriate collimating optics or to a similar device. Collectcomparable only when the tests are run with identical spectral
the spectrum of the check or test sample and continue with th@cquisition times.
Level 0, A, or B test as described previously. Following the A2.5.4.2 Level 0, A, or B tests are conducted on the
tests, reconnect the fibers to the in-line probe. absorbance spectrum of the optical filter. Tests conducted in
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using this option should be designed to avoid spectral ranges A2.5.5 If options B-D are used for instrument performance
where the sample absorptions will be strong (>1.0 absorbancekgsting, then it is recommended that the in-line probe be
since the absorbance spectrum of the filter may be excessivetgmoved periodically for inspection and cleaning. The period
noisy in such regions. between such removals will depend on the usage, and will, by
A2.5.4.3 Option D will not detect fouling of the probe since necessity, be based on experience from the same or similar
the optical effects of such fouling will be present in both of thejnstallations. For new applications, a period of one month is

spectra ratioed in Annex A3. Performance tests conductegggested until longer (or shorter) times are justified by process
using optical filters can be supplemented with baseline a”@xperience.

photometric noise tests done on on-line spectra. Such tests
should be performed in regions where the sample absorbance is
known to be minimal.

A3. OUTLIER DETECTION METHODS

A3.1 Outlier detection methods are given in Table A3.1. not-mean-centered definitions fdr exist, with the mean-centered ap-
proach preferred. Regardless of whether mean centering of data is
A3.2 Leverage Test performed, the statistic designatetias valid utility for outlier detection.

A3.2.1 In this practice, a leverage test is used for detection Each row of X corresponds to a specific wavelength (or
of spectral outliers during analysis. The leverage statisliis  frequency) which was included in the calibration model. In
sometimes seen in the form B which is the Mahalanobis many applications, the rows Xwill be a subset of the spectral
Distance squared. A discussion of the calculationhofs  elements collected by the instrument. The matkX{) in [Eq
described by Egs 61 to 66 in Practices E 165X i a vector  A3.1] cannot be inverted unless the number of wavelengths
containing the spectrum being analyzed, ads a matrix  (rows) in X is less than the number of calibration samples
whose columns are the calibration spectra, then a genergdolumns) inX. Thus Eq A3.1 is strictly applicable only to
expression for the calculation is given as follows: MLR. If the number of wavelengths (or frequencies) exceeds

h = x (XX x (a3.1)  the number of calibration samples, then the inversexof)(is
approximated. The PCR and PLS involve two different meth-

- SN X ®ds for estimating this inverse. The corresponding equations
on the leverage statistic. The leverage statistic is sometimes referred to Fls lculatinah btained b bstituti he PCR and PLS
the hat matrix (Eq 24) or as the Mahalanobis Dista#although itis  'OF calculatingn are obtained by substituting the an

actually the square of the distance). Various commercial software pack@PProximations into Eq A3.1. For more details, the user is
ages may us® instead ofD? Some software packages may sdal@r  referred to Practices E 1655.

D:)Ey”(org‘li; mel‘?‘g'c?”tered) th> Obt"’f‘i”h"?‘Sta“SI“zthat is if‘d?p?“dﬁm A3.2.2 During analysish is the leverage statistic of the

of the number of calibration samples. If this scaled statistic is furthefgy 16 ghectrum. The analyzer results for a sample which lies

multiplied by (-k-1)/(nK), a statistic that has a@ndistribution is obtained : . . . . .
(Eq 25). The leverage statistig, is preferred here since it is easily related outside thehy,,, for the calibration are considered to be invalid

to the number of samples and variables. Model developers should attemBtNCe€ they represent an extrapolation of the mo@él.and
to verify exactly what is being calculated. Both mean-centered andDﬁqax are the squares of the Mahalanobis Distance for the

Note A3.1—Commercial software packages use numerous variation

TABLE A3.1 Outlier Detection Methods

Type Test Method Computation Outlier Detection Limit Reference
Leverage Tests? h 1 L
(Mandatory) D2 XXX x Himax OF D2 o;model from calibration E 1655
D V7D Dpnax Model E 1655
o Diax
M-Distance Ratio 2k 2k Ref (6)
mm(F,l) mm(F ,l)
Spectral Residual Tests®” RMSSR (X=X (X-x) [ RMSSRana () (D] X E 1655
(Mandatory) f D RMSSR, (i) RMSSRimax
o o
F-Ratio Test F= w F-Test Ref (8)
Sh=r+1
Nearest Neighbor Test . local D? =
(Optional) Nearest Neighbor min[(x — Xi)t(XXt)_l(X— x)] local Dﬁ.,ax model Ref (7)

A One leverage test is required for each sample during measurement.
B One Spectral Residual test is required for each sample during measurement.
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sample spectrum and the maximum Mahalanobis Distance farumber of degrees of freedom in the calibration motiei-k

the calibration respectively. Either D or D? can be used as an if the model is not mean centered, afwh-k-1 if the model is

outlier diagnostic. mean centered, where n is the number of calibration samples
Note A3.2— h will generally be less than 3k/n whekeis the number andk is the number of variables in the model. The value for the

of variables (MLR wavelengths, PCR Principal Components, PLS Iaten{:rati0 is calculated as follows:

variables, and so forth) used in the model amds the number of &=x) (X =x)n
calibration samples. In most cases, calibration sampleshngtieater than Frato = z T

3 k/n should have been eliminated as outliers during the development of trace( X—X) (X— X)]
the model if Practices E 1655 was followed. Exceptions to this rule occur For g PCR model, th€&, ., for spectral residuals is calcu-
when repeated application of thérule to successively smaller models |5tad as

continues to identify outliers past the point where 10 % of the calibration

samples have been eliminated. In this case, the model built with 90 % of Fratio = (>‘<—x)‘(>‘<—x)n/2{‘: ke 1 NG (A3.6)
the original calibration samples may havé greater than l&n.

(A3.5)

i where the summation is over theeigenvalues for principal
/A3.2.3 Other leverage functions can be used ratherhfm o yponents that were left out of the model. Thg, value is
D as a valid outlier detection statistic. For example, the ratiq.5cyjated and compared (e, 1f). An F,= F (a1, ) is

of h to 2k/nis sometimes used. Samples for which the ratiog,nsigered to be significant, indicating that analyzer result
exceedd,,,,,/(2 k/n) are then considered outliers.

obtained for this sample are invalid.

A3.3 Spectral Residuals

A3.3.1 Spectral residuals are used to detect when th
spectrum being analyzed contains absorptions that were notA3.4.1 If the calibration sample spectra are distributed
present in the calibration samples. Such spectra are extrapoleglatively uniformly over the variable space of the calibration
tions of the calibration model. model, then the leverage statistic discussed above is adequate

A3.3.2 The spectral residual is given by-x wherexis the  to determine if a spectrum being analyzed is an interpolation of
spectrum estimated from the model loadings anis the the model. If the spectrum producesfafess tharh,,, (and a
measured spectrum. For example, for PCR, the spectral r&MSSR less than the limit), then it is reasonable to assume that
sidual is given by the sample belongs to the same population as the calibration
R samples. However, if the calibration sample spectra are clus-

S2L'-x (A3-2) " tered within the variable space, the spectrum being analyzed

where %= sZL ' is the calculated spectrum for the samplecan have anh less thanh,,,, yet fall into a relatively
under test based on the calibration model (see Egs. 68 to 70, ihpopulated portion of the calibration space. In this case, the
Practices E 1655%is the vector of scores for the sample being sample spectrum may not belong to the same population as the
tested and andL are the singular values and loading vectorscalibration sample spectra, and the results produced by appli-
for the calibration model. The Root Mean Square Spectratation of the model may be invalid. Under these circumstances,

é3.4 Nearest Neighbor Distance

Residuals (RMSSR) is calculated as follows: it is desirable to employ a Nearest Neighbor Distance test to
&—%'&=%) detect samples that fall within voids in the calibration space.
RMSSR= /| ——F—— (A3.3) A3.4.2 Nearest Neighbor Distance, or the relafver D?,

. . measures the distance between the spectrum being analyzed
where f is the number of data points (wavelengths or S : o
and individual spectra in the calibration set.

frequencies) per spectrum used in the model. The Upper

Control Limit for an individual measurement can be calculated RelativeD? = min[x —x)" (XX")™(x — )] (A3.7)
using A3.4.3 RelativeD? values are calculated for all the calibra-
RMSSR, (i i i i i .
[E l%al(_l)] « RMSSR.,, (A3.4) tion sample spectra. A maximum relatig# value is deter
RMSSR, (i) mined. This value represents the largest distance between

as shown in Table A3.RMSSR, (i) are RMSSR values for ~calibration sample spectra.
replicate spectra of samples which were used in the calibration A3.4.4 During analysis, the relatiV@? is calculated for the
model, RMSSR,(i) are the RMSSR values for the calibration process sample spectrum. If the calculated value is greater than
spectra of the same samples, and RMSSRs the maximum  the maximum relativeD? from A3.4.3, then the minimum
RMSSR value for the calibration (see Practices 1655, Sectiodistance between the process sample spectrum and the calibra-
16). tion spectra is greater than the largest distance between

A3.3.3 Residual F-Ratio TestThe F,,;, test may be used calibration sample spectra, the process sample spectrum falls
to test spectral residuals. The,;, value calculated for based within a sparsely populated region of the calibration space.
on the spectral residuals is comparedRao«,1f). f is the  Such samples are referred to as Nearest Neighbor Inliers.
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